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Trade-wind cumuli

MODIS image by Robert Wood: http://www.atmos.washington.edu/~robwood/

http://www.atmos.washington.edu/~robwood/


Trade-wind cumuli: why to study them?

I important for the Earth climate due to
contrasting effects on solar and thermal radiation:

I shortwave: significant change of albedo if clouds present
I longwave: small impact on outgoing thermal radiation (low level)

I often treated in models as non-precipitating clouds while...

Figure 1: Raining shallow cumulus as observed from the C130 flight-deck during RICO.
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Figure 1. from Rauber et al. 2007 (MWR)



The „RICO” LES set-up

van Zanten et al. 2011, JAMES:
I definition of a shallow-convection model benchmark case

inspired by the RICO field campaign (Rauber et al. 2007, MWR)

I comparison of results from 13 different LES models

I selected conclusions:
I ”simulations agree on the broad structure of the cloud field ...

plausibly reproduces many features of the observed layer”

I ”simulations do show considerable departures from one another
in the representation of the cloud microphysical structure”

I ”simulations differ substantially in the amount of rain they produce”

I ”these differences appear to be related
to microphysical assumptions made in the models”
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Cloud µ-physics: options for LES

features of the Lagrangian (in size) approach:
I diffusive error-free particle growth schemes

(condensational ”moving sectional”, collisional: Monte-Carlo)
I scales better than ND-bin with number of particle attributes
I fewer parameterisation in comparison with bulk or bin models
I coupled with Lagrangian-in-space  particle tracking
I ...
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Lagrangian µ-physics: key elements

I each particle (aka super-droplet)  many ”similar” real-world particles
I attributes: multiplicity, dry radius, wet radius, nucleus type, . . .
I aerosol, cloud, precip. particles not distinguished, subject to same processes

Eulerian / PDE Lagrangian / ODE
advection of heat particle transport by the flow

advection of moisture condensational growth
collisional growth

sedimentation

∂t(ρd r) +∇(~vρd r) = ρd ṙ ṙ =
∑

particles ∈ ∆V
. . .

∂t(ρdθ) +∇(~vρdθ) = ρd θ̇ θ̇ =
∑

particles ∈ ∆V
. . .

. . . . . .

I recent examples in context of precipitating clouds:
I Shima et al. 2009, QJ
I Andrejczuk et al. 2010, JGR
I Riechelmann et al. 2012, NJP
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Monte-Carlo coalescence scheme (Shima et al. 2009)

I for all n super-droplets in a grid box of volume ∆V in timestep ∆t
I each representing ξ real particles (aerosol/cloud/drizzle/rain)
I the probability of coalescence of i-th and j-th super-droplets is:

Pij = max(ξi , ξj) · E (ri , rj) · π(ri + rj)2 · |vi − vj |︸ ︷︷ ︸
coalescence kernel

· ∆t
∆V ·

n·(n−1)
2 /

[n
2

]
where r – drop radii, E (ri , rj) – collection efficiency, v – drop velocities

I coalescence takes place once in a number of timesteps (def. by Pij)
I all min(ξi ,ξj) droplets coalesce
 there’s always a ”bin” of the right size to store the collided particles

I collisions triggered by comparing a uniform random number with Pij
I extensive parameters summed ( conserved), intensive averaged
I [n/2] random non-overlapping (i,j) pairs examined only

cost: O
(
n2
)
 O

(
n
)
, probability upscaled by n·(n−1)2 /

[n
2

]
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Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Simulation set-up[s]

I LES solver: Nagoya Univ. CReSS (Tsuboki et al.) at the Earth Simulator 2
I duration: 24h (analyses over the last 4h)
I domain size: 6.4 × 6.4 × 4.0 km (quarter of the size from original set-up)

I boundary conditions:
I lateral: periodic
I top: sponge layer
I bottom: surfaces fluxes parameterised, constant SST

I initial u, v , qt , & θl profiles & large-scale forcings based on observations
I coalescence kernel: Hall 1980 (i.e. no effects of turbulence)
I initial particle spectrum: bimodal lognormal at equilibrium with ambient

humidity, sampled randomly between 10 nm and 5 µm in radius

I grid sizes and mean super-droplet densities per grid cell:
I 64 × 64 × 100 (”coarse”): 8, 32, 128, 512
I 128 × 128 × 200 (”middle”): 8, 32, 128
I 256 × 256 × 400 (”high”): 8, 32



Particle-based LES vs. other LES (van Zanten et al. 2011)0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

 0  1  2  3  4

cc
 [

1
]

time [h]

 //

 //

blk-coarse

sdm-coarse-8

sdm-coarse-32

sdm-coarse-128

sdm-coarse-512

sdm-middle-8

sdm-middle-32

sdm-middle-128

sdm-high-8

sdm-high-32

other LES

 20  21  22  23  24

time [h]

   0

  10

  20

  30

  40

  50

  60

  70

  80

 0  1  2  3  4

L
W

P
 [

g
/m

2
]

time [h]

 //

 //

 20  21  22  23  24

time [h]

   0

   5

  10

  15

  20

  25

  30

  35

  40

 0  1  2  3  4

R
W

P
 [

g
/m

2
] 

time [h]

 //

 //

 20  21  22  23  24

time [h]

 500

1000

1500

2000

2500

3000

3500

 0  1  2  3  4

zc
t 

[m
]

time [h]

 //

 //

 20  21  22  23  24

time [h]

Fig. 1. Time-series of cloud macrostructure characteristics defined following van Zanten et al. (2011, section 2.4.2 and
Table 4 therein). In the foreground there are plots depicting data from the nine simulations listed in Table 1. In the
background (plotted with thin grey lines) there are the results from most of the simulations described in van Zanten
et al. (2011, data obtained at: http://knmi.nl/samenw/rico/). See section 3 for discussion and definition of the plotted
quantities.
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less sensitive to super-droplet density than to grid resolution



Particle-based LES vs. other LES (Matheou et al. 2011)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

 0  1  2  3  4

cc
 [
1
]

time [h]

 //

 //

blk-coarse

sdm-coarse-8

sdm-coarse-32

sdm-coarse-128

sdm-coarse-512

sdm-middle-8

sdm-middle-32

sdm-middle-128

sdm-high-8

sdm-high-32

other LES

 20  21  22  23  24

time [h]

   0

  10

  20

  30

  40

  50

  60

  70

  80

 0  1  2  3  4

L
W

P
 [
g
/m

2
]

time [h]

 //

 //

 20  21  22  23  24

time [h]

   0

   5

  10

  15

  20

  25

  30

  35

  40

 0  1  2  3  4

R
W

P
 [
g
/m

2
] 

time [h]

 //

 //

 20  21  22  23  24

time [h]

 500

1000

1500

2000

2500

3000

3500

 0  1  2  3  4

zc
t 
[m

]

time [h]

 //

 //

 20  21  22  23  24

time [h]

Fig. 1. Time-series of cloud macrostructure characteristics defined following van Zanten et al. (2011, section 2.4.2 and
Table 4 therein). In the foreground there are plots depicting data from the nine simulations listed in Table 1. In the
background (plotted with thin grey lines) there are the results from most of the simulations described in van Zanten
et al. (2011, data obtained at: http://knmi.nl/samenw/rico/). See section 3 for discussion and definition of the plotted
quantities.

7

cloud cover, LWP, RWP
last 4 hours

← ∆x=25,50,100 m ∆x=20,40,80 m ↓

Matheou et al. 2011, MWR: Fig. 8

both implementations of the SGS model are Galilean
invariant.

Turbulence spectra are informative in revealing the
average distribution of energy in the LES. Figure 5 shows
one-dimensional power spectra of w, qt, and ul along the
zonal direction. Spectra along the meridional direction
were found to be almost indistinguishable from the zonal
ones despite the fact that the flow is not isotropic on
horizontal planes, likely because of the symmetry of the
flow along the diagonal of the domain (Fig. 2). Spectra are
shown at two vertical levels, at about cloud base, z 5
700 m, and the middle of the cloud layer, z 5 1500 m.

As expected, the imprint of numerical dissipation
is noticeable in the shape of the spectra with the ‘‘roll-
off’’ from near-power-law scaling occurring at smaller
wavenumbers compared to the nondissipative scheme.
Momentum is always advected with the nondissipative
scheme and the vertical velocity spectrum appears not
to be affected by the numerical dissipation of qt and ul

advection.
The area between the spectra of qt and ul for simu-

lations with and without numerical dissipation is pro-
portional to the variance that is dissipated by the
advection scheme. This amount of artificial dissipation
appears to be larger at cloud base than in the cloud layer
as shown in Fig. 5. Unlike cloud cover and TKE, spectra
appear to be insensitive to SGS model implementation
with numerical dissipation playing the dominant role at

a given height. The effects of increasing numerical dis-
sipation on the spectra are shown in Fig. 6 for non-
precipitating simulations. Dissipation significantly alters
the energy distribution in the high wavenumbers while
leaving low wavenumbers mostly unaffected.

b. Grid resolution

Grid resolution or the turbulence resolution scale is an
important parameter in LES. Although predictions
should not depend on the choice of grid spacing for
sufficiently refined grids, often this is not the case. Four
grid resolutions are employed (Dx 5 10, 20, 40, and
80 m) for the nonprecipitating cases and three (Dx 5 20,
40, and 80 m) for the precipitating runs. To reduce the
number of parameters and the effects of grid anisotropy,
only uniform grids are used with Dx 5 Dy 5 Dz. As the
grid is refined the domain size remains the same. The
coarsest run has a grid size that is larger than vertical
grid spacing used in most previous LES studies and
this is expected to result in a decrease of accuracy. The
finest grid results in a computationally expensive LES
with a notable total number of grid cells: 20482 3 400 5
1.67 3 109. For this reason, simulations are carried out
using only the combination of SGS model implemen-
tation SMC and nondissipative scalar advection. This
choice is motivated by the fact that SMC was found to
be less sensitive. Moreover, the choice of nondissipative

FIG. 8. Time evolution of cloud cover, LWP, vertically integrated resolved-scale TKE, and
surface precipitation rate for precipitating runs at different resolutions.
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Focus of the analysis: mimicking particle-counting probes

Figure 1. from Rauber et al. 2007 (MWR)
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RICO Fast-FSSP statistics (Arabas et al. 2009, GRL)

frequency of occurrence equals 40%. This procedure is
repeated until 100% is reached, that is, all measured values
are included in the diagram. Such diagrams differ from the
contoured frequency by altitude diagrams (CFADs, as used,
e.g., by McFarlane and Grabowski [2007]) because the
shade-frequency relationship is constructed for each level
separately. In particular, for a CFAD, a wide histogram with
relatively low frequencies over wide range of bins is
represented with a subset of shades thus hiding details
(e.g., multi-modality) of the histogram. In our procedure,
all shades are utilized at each height separately. In addition,
Figure 1 also shows median values of the distributions using
white vertical bars.
[12] In all four flights, 80% of samples were character-

ized by droplet concentrations lower than 100 cm!3 (and
even lower than 50 cm!3 for the rf07 and rf09). The high-
concentration tail (related to about 10% of the least frequent
values) observed during the rf06 flight comes from a few
clouds with high concentration (up to 350 cm!3) of small
droplets (in the 2 to 5 mm radius range). This feature is also
present in the data obtained by the FSSP-100, and is
attributed to the fact that the aircraft repeatedly crossed a
large-scale plume of more polluted air, evidently rich in
aerosol particles acting as CCN (see Hudson and Mishra

[2007] for discussion of CCN measurements beneath the
cloud-base during these RICO flights). Otherwise, the
observed low droplet concentrations indicate that clouds
formed in the pristine maritime air.
[13] The mean radius statistics presented in Figure 1

show an increase of droplet size until approximately half
of the depth of the cloud field. Above, the increase of r is
less pronounced. The histograms are quite wide, implying a
significant spatial variability of r, most likely related to
entrainment and mixing processes. The standard deviation
of the droplet spectra sr (Figure 1c) shows its gradual
increase with height, from values in the 1 to 2 mm in the
lowest couple hundred meters, to values as large as 5 mm
near the cloud top. The values in the lowest 100–200 m of
the cloud field are similar to those observed in stratocumu-
lus in ACE-2 [see Pawlowska et al., 2006, Figure 2]. The
strongest resemblance is observed for the lowest adiabatic
fraction cases from the ACE-2 data analysis. Large values
of sr, in the middle and upper parts of the cloud field, are
again most likely related to entrainment and mixing, and
seem consistent with results presented in particular by
Burnet and Brenguier [2007, Figure 9]. The relative dis-
persion d (Figure 1d) is about 0.2 in the lowest couple
hundred meters (again consistent with the data from pristine

Figure 1. Statistics of droplet-spectrum and concentration measurements from RICO flights rf06, rf07, rf09, and rf12 as a
function of height. (a) Droplet concentration N, (b) the mean radius r, (c) the standard deviation of radius sr, and (d) the
relative dispersion d = sr/r. See text for details.
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cases in ACE-2 [Pawlowska et al., 2006, Figure 2]). It
increases slightly at higher levels, with typical values
between 0.2 and 0.4. However, the range of values of d
observed during RICO is relatively wide (from 0.1 to 0.8),
while the spread of d reported for ACE-2 was significantly
smaller [cf. Pawlowska et al., 2006, Figures 2 and 3].
[14] A closer analysis of the rf07 data suggests that the

aircraft probed two separate layers of clouds. On that day,
the lower cloud layer was capped by a shallow layer of
stratiform clouds (described in the report of the flight crew
and visible on the images from the aircraft-cockpit camera).
This seems to explain structures suggesting a second cloud
base around 900 m in the plots of r and sr in Figure 1. Such
multi-layer situation might be an example of a difficult case
for the retrieval procedure applied to the remote-sensing
data presented by McFarlane and Grabowski [2007] where
a wide bimodal shape of effective radius frequency distri-
bution was reported at higher parts of the clouds.
[15] Figure 2 presents results of the analysis of the

effective radius reff (Figure 2, top) and the adiabatic fraction
AF (Figure 2, bottom) in the format similar to Figure 1 (with
histogram bin widths of 0.5 mm for reff and 0.025 for AF)
and for the same four flights. As by McFarlane and
Grabowski [2007], an adiabatic parcel model was used to
obtain the adiabatic liquid water content above the cloud
base (assumed to be constant throughout the flight). The
ratio between the observed water content (obtained from the
Fast-FSSP measurements) and the adiabatic limit, the adi-
abatic fraction AF, describes the local dilution of a probed
cloud volume. Figure 2 should be compared to McFarlane
and Grabowski [2007, Figures 1 and 2] (bearing in mind the
six-month long period of measurements represented by the
remote sensing statistics). In agreement with many previous
observations, RICO clouds are significantly diluted by en-
trainment [see, e.g., Gerber et al., 2008]. However, the
dilution is not as strong as that ofMcFarlane and Grabowski
[2007]. One needs to keep in mind, however, that the values

of AF depend on the choice of the cloud-base altitude. Since
the analysis presented here assumes a constant cloud-base
height, the AF values are characterized by additional uncer-
tainties, especially near the cloud base.
[16] The most striking is the difference in the statistics of

the effective radius obtained in the current study and those
presented by McFarlane and Grabowski [2007]. In partic-
ular, the distributions here are monomodal (except for the
flight rf07 which featured two separate cloud layers as
discussed above), with the maximum frequency of values
roughly corresponding to the larger reff values ofMcFarlane
and Grabowski [2007, Figure 2].

4. Summary

[17] This paper presents results of aircraft data analysis
from four selected flights in RICO. The goal is to obtain
relationships that are needed in cloud model microphysical
parameterizations, for instance, in the two-moment bulk
microphysics scheme of Morrison and Grabowski [2007,
2008] where the width of the cloud droplet spectrum has
to be prescribed. In addition, the width of the spectrum has
been shown to affect the relationship between the effective
radius and the mean volume radius [Martin et al., 1994;
Liu and Daum, 2000]. The values of the relative disper-
sion observed in RICO cumuli are larger than those in
ACE-2 and in previous stratocumulus observations [e.g.,
Martin et al., 1994].
[18] As for the frequency distribution of the effective

radius, there are significant differences between results
presented here and those of McFarlane and Grabowski
[2007, Figure 2]. In particular, the aircraft data show much
narrower distributions, approximately corresponding to the
peak at larger droplet sizes of McFarlane and Grabowski
[2007, Figure 2]; that is, those a few micrometers smaller
than the adiabatic size. The bimodality of the effective
radius frequency distribution is not observed in the in-situ

Figure 2. Same as Figure 1, but for the effective radius reff and adiabatic fraction AF values. Effective radius for adiabatic
clouds with droplet concentrations of 50 and 100 cm!3 are shown by solid lines (larger reff values correspond to the
concentration of 50 cm!3).
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Super-Droplet LES: Fast-FSSP-mimicking analysis

I Fast-FSSP spectral range (1-24 µm in radius)
I Fast-FSSP concentration threshold (20 cm-3)
I 5th-95th percentile, interquartile, 45th-55th percentile ranges vs. height

I caveats:
I last 4h of the LES vs. flight-long statistics
I grid cell vol. (∼105m3) vs. Fast-FSSP sample vol. (10-6m3 @10Hz)
I ”typical conditions” vs. different flights/days
I LES sensitivity to grid resolution & super-droplet density
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I last 4h of the LES vs. flight-long statistics
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Super-Droplet LES: supersaturation vs. height
high resolution (25×25×10 m); 32 super-droplets per cell (on average)
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↑
I lowest quartile subsaturated
I maximum near cloud base (median profile)  CCN activation kinetics
I condensational growth integrated implicitly  ∆t ∼ 0.2 s
I values: lack of measurements to compare to?
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Super-Droplet LES vs. RICO Fast-FSSP measurements
high resolution (25×25×10 m); 32 super-droplets per cell (on average)

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

-1 0 1

h
e
ig

h
t 
[m

]

S = RH - 1 [%]

20 60 100

CDNC [cm-3]

5 10 15 20

reff [µm]

0 0.5 1 1.5 2 2.5

LWC [g/m3]

0.6 0.8 1

k [1]

0 2 4 6

σr [µm]

sdm-coarse-32

sdm-middle-32

sdm-high-32

Fig. 3. Same as Fig. 2 for model runs: sdm-coarse-32, sdm-middle-32 and sdm-high-32.

9

↑
I values comparable with RICO data (measurements: day-to-day variability!)
I roughly constant with height (precip sink in the upper part)
I measurements: increase with height? (vigorous updraft  deeper & higher conc.)

frequency of occurrence equals 40%. This procedure is
repeated until 100% is reached, that is, all measured values
are included in the diagram. Such diagrams differ from the
contoured frequency by altitude diagrams (CFADs, as used,
e.g., by McFarlane and Grabowski [2007]) because the
shade-frequency relationship is constructed for each level
separately. In particular, for a CFAD, a wide histogram with
relatively low frequencies over wide range of bins is
represented with a subset of shades thus hiding details
(e.g., multi-modality) of the histogram. In our procedure,
all shades are utilized at each height separately. In addition,
Figure 1 also shows median values of the distributions using
white vertical bars.
[12] In all four flights, 80% of samples were character-

ized by droplet concentrations lower than 100 cm!3 (and
even lower than 50 cm!3 for the rf07 and rf09). The high-
concentration tail (related to about 10% of the least frequent
values) observed during the rf06 flight comes from a few
clouds with high concentration (up to 350 cm!3) of small
droplets (in the 2 to 5 mm radius range). This feature is also
present in the data obtained by the FSSP-100, and is
attributed to the fact that the aircraft repeatedly crossed a
large-scale plume of more polluted air, evidently rich in
aerosol particles acting as CCN (see Hudson and Mishra

[2007] for discussion of CCN measurements beneath the
cloud-base during these RICO flights). Otherwise, the
observed low droplet concentrations indicate that clouds
formed in the pristine maritime air.
[13] The mean radius statistics presented in Figure 1

show an increase of droplet size until approximately half
of the depth of the cloud field. Above, the increase of r is
less pronounced. The histograms are quite wide, implying a
significant spatial variability of r, most likely related to
entrainment and mixing processes. The standard deviation
of the droplet spectra sr (Figure 1c) shows its gradual
increase with height, from values in the 1 to 2 mm in the
lowest couple hundred meters, to values as large as 5 mm
near the cloud top. The values in the lowest 100–200 m of
the cloud field are similar to those observed in stratocumu-
lus in ACE-2 [see Pawlowska et al., 2006, Figure 2]. The
strongest resemblance is observed for the lowest adiabatic
fraction cases from the ACE-2 data analysis. Large values
of sr, in the middle and upper parts of the cloud field, are
again most likely related to entrainment and mixing, and
seem consistent with results presented in particular by
Burnet and Brenguier [2007, Figure 9]. The relative dis-
persion d (Figure 1d) is about 0.2 in the lowest couple
hundred meters (again consistent with the data from pristine

Figure 1. Statistics of droplet-spectrum and concentration measurements from RICO flights rf06, rf07, rf09, and rf12 as a
function of height. (a) Droplet concentration N, (b) the mean radius r, (c) the standard deviation of radius sr, and (d) the
relative dispersion d = sr/r. See text for details.
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0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

-1 0 1

h
e
ig

h
t 
[m

]

S = RH - 1 [%]

20 60 100

CDNC [cm-3]

5 10 15 20

reff [µm]

0 0.5 1 1.5 2 2.5

LWC [g/m3]

0.6 0.8 1

k [1]

0 2 4 6

σr [µm]

sdm-coarse-32

sdm-middle-32

sdm-high-32

Fig. 3. Same as Fig. 2 for model runs: sdm-coarse-32, sdm-middle-32 and sdm-high-32.

9

↑
I values comparable with RICO data (measurements: day-to-day variability!)
I roughly constant with height (precip sink in the upper part)
I measurements: increase with height? (vigorous updraft  deeper & higher conc.)

frequency of occurrence equals 40%. This procedure is
repeated until 100% is reached, that is, all measured values
are included in the diagram. Such diagrams differ from the
contoured frequency by altitude diagrams (CFADs, as used,
e.g., by McFarlane and Grabowski [2007]) because the
shade-frequency relationship is constructed for each level
separately. In particular, for a CFAD, a wide histogram with
relatively low frequencies over wide range of bins is
represented with a subset of shades thus hiding details
(e.g., multi-modality) of the histogram. In our procedure,
all shades are utilized at each height separately. In addition,
Figure 1 also shows median values of the distributions using
white vertical bars.
[12] In all four flights, 80% of samples were character-

ized by droplet concentrations lower than 100 cm!3 (and
even lower than 50 cm!3 for the rf07 and rf09). The high-
concentration tail (related to about 10% of the least frequent
values) observed during the rf06 flight comes from a few
clouds with high concentration (up to 350 cm!3) of small
droplets (in the 2 to 5 mm radius range). This feature is also
present in the data obtained by the FSSP-100, and is
attributed to the fact that the aircraft repeatedly crossed a
large-scale plume of more polluted air, evidently rich in
aerosol particles acting as CCN (see Hudson and Mishra

[2007] for discussion of CCN measurements beneath the
cloud-base during these RICO flights). Otherwise, the
observed low droplet concentrations indicate that clouds
formed in the pristine maritime air.
[13] The mean radius statistics presented in Figure 1

show an increase of droplet size until approximately half
of the depth of the cloud field. Above, the increase of r is
less pronounced. The histograms are quite wide, implying a
significant spatial variability of r, most likely related to
entrainment and mixing processes. The standard deviation
of the droplet spectra sr (Figure 1c) shows its gradual
increase with height, from values in the 1 to 2 mm in the
lowest couple hundred meters, to values as large as 5 mm
near the cloud top. The values in the lowest 100–200 m of
the cloud field are similar to those observed in stratocumu-
lus in ACE-2 [see Pawlowska et al., 2006, Figure 2]. The
strongest resemblance is observed for the lowest adiabatic
fraction cases from the ACE-2 data analysis. Large values
of sr, in the middle and upper parts of the cloud field, are
again most likely related to entrainment and mixing, and
seem consistent with results presented in particular by
Burnet and Brenguier [2007, Figure 9]. The relative dis-
persion d (Figure 1d) is about 0.2 in the lowest couple
hundred meters (again consistent with the data from pristine

Figure 1. Statistics of droplet-spectrum and concentration measurements from RICO flights rf06, rf07, rf09, and rf12 as a
function of height. (a) Droplet concentration N, (b) the mean radius r, (c) the standard deviation of radius sr, and (d) the
relative dispersion d = sr/r. See text for details.

L11803 ARABAS ET AL.: OBSERVATIONS OF CU MICROPHYSICS L11803

3 of 5



Super-Droplet LES vs. RICO Fast-FSSP measurements
high resolution (25×25×10 m); 32 super-droplets per cell (on average)

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

-1 0 1

h
e
ig

h
t 
[m

]

S = RH - 1 [%]

20 60 100

CDNC [cm-3]

5 10 15 20

reff [µm]

0 0.5 1 1.5 2 2.5

LWC [g/m3]

0.6 0.8 1

k [1]

0 2 4 6

σr [µm]

sdm-coarse-32

sdm-middle-32

sdm-high-32

Fig. 3. Same as Fig. 2 for model runs: sdm-coarse-32, sdm-middle-32 and sdm-high-32.

9

↑
I values comparable with RICO data (measurements: day-to-day variability!)
I roughly constant with height (precip sink in the upper part)
I measurements: increase with height? (vigorous updraft  deeper & higher conc.)

frequency of occurrence equals 40%. This procedure is
repeated until 100% is reached, that is, all measured values
are included in the diagram. Such diagrams differ from the
contoured frequency by altitude diagrams (CFADs, as used,
e.g., by McFarlane and Grabowski [2007]) because the
shade-frequency relationship is constructed for each level
separately. In particular, for a CFAD, a wide histogram with
relatively low frequencies over wide range of bins is
represented with a subset of shades thus hiding details
(e.g., multi-modality) of the histogram. In our procedure,
all shades are utilized at each height separately. In addition,
Figure 1 also shows median values of the distributions using
white vertical bars.
[12] In all four flights, 80% of samples were character-

ized by droplet concentrations lower than 100 cm!3 (and
even lower than 50 cm!3 for the rf07 and rf09). The high-
concentration tail (related to about 10% of the least frequent
values) observed during the rf06 flight comes from a few
clouds with high concentration (up to 350 cm!3) of small
droplets (in the 2 to 5 mm radius range). This feature is also
present in the data obtained by the FSSP-100, and is
attributed to the fact that the aircraft repeatedly crossed a
large-scale plume of more polluted air, evidently rich in
aerosol particles acting as CCN (see Hudson and Mishra

[2007] for discussion of CCN measurements beneath the
cloud-base during these RICO flights). Otherwise, the
observed low droplet concentrations indicate that clouds
formed in the pristine maritime air.
[13] The mean radius statistics presented in Figure 1

show an increase of droplet size until approximately half
of the depth of the cloud field. Above, the increase of r is
less pronounced. The histograms are quite wide, implying a
significant spatial variability of r, most likely related to
entrainment and mixing processes. The standard deviation
of the droplet spectra sr (Figure 1c) shows its gradual
increase with height, from values in the 1 to 2 mm in the
lowest couple hundred meters, to values as large as 5 mm
near the cloud top. The values in the lowest 100–200 m of
the cloud field are similar to those observed in stratocumu-
lus in ACE-2 [see Pawlowska et al., 2006, Figure 2]. The
strongest resemblance is observed for the lowest adiabatic
fraction cases from the ACE-2 data analysis. Large values
of sr, in the middle and upper parts of the cloud field, are
again most likely related to entrainment and mixing, and
seem consistent with results presented in particular by
Burnet and Brenguier [2007, Figure 9]. The relative dis-
persion d (Figure 1d) is about 0.2 in the lowest couple
hundred meters (again consistent with the data from pristine

Figure 1. Statistics of droplet-spectrum and concentration measurements from RICO flights rf06, rf07, rf09, and rf12 as a
function of height. (a) Droplet concentration N, (b) the mean radius r, (c) the standard deviation of radius sr, and (d) the
relative dispersion d = sr/r. See text for details.

L11803 ARABAS ET AL.: OBSERVATIONS OF CU MICROPHYSICS L11803

3 of 5



Super-Droplet LES vs. RICO Fast-FSSP measurements
high resolution (25×25×10 m); 32 super-droplets per cell (on average)

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

-1 0 1

h
e
ig

h
t 
[m

]

S = RH - 1 [%]

20 60 100

CDNC [cm-3]

5 10 15 20

reff [µm]

0 0.5 1 1.5 2 2.5

LWC [g/m3]

0.6 0.8 1

k [1]

0 2 4 6

σr [µm]

sdm-coarse-32

sdm-middle-32

sdm-high-32

Fig. 3. Same as Fig. 2 for model runs: sdm-coarse-32, sdm-middle-32 and sdm-high-32.

9

↑
I reasons for the reduced slope in the upper part of the cloud field:

I the Fast-FSSP 1–24 µm drop radius range
I decreased efficiency, in terms of radius change, of condensational growth
I increased probability of drop collisions and coalescence

cases in ACE-2 [Pawlowska et al., 2006, Figure 2]). It
increases slightly at higher levels, with typical values
between 0.2 and 0.4. However, the range of values of d
observed during RICO is relatively wide (from 0.1 to 0.8),
while the spread of d reported for ACE-2 was significantly
smaller [cf. Pawlowska et al., 2006, Figures 2 and 3].
[14] A closer analysis of the rf07 data suggests that the

aircraft probed two separate layers of clouds. On that day,
the lower cloud layer was capped by a shallow layer of
stratiform clouds (described in the report of the flight crew
and visible on the images from the aircraft-cockpit camera).
This seems to explain structures suggesting a second cloud
base around 900 m in the plots of r and sr in Figure 1. Such
multi-layer situation might be an example of a difficult case
for the retrieval procedure applied to the remote-sensing
data presented by McFarlane and Grabowski [2007] where
a wide bimodal shape of effective radius frequency distri-
bution was reported at higher parts of the clouds.
[15] Figure 2 presents results of the analysis of the

effective radius reff (Figure 2, top) and the adiabatic fraction
AF (Figure 2, bottom) in the format similar to Figure 1 (with
histogram bin widths of 0.5 mm for reff and 0.025 for AF)
and for the same four flights. As by McFarlane and
Grabowski [2007], an adiabatic parcel model was used to
obtain the adiabatic liquid water content above the cloud
base (assumed to be constant throughout the flight). The
ratio between the observed water content (obtained from the
Fast-FSSP measurements) and the adiabatic limit, the adi-
abatic fraction AF, describes the local dilution of a probed
cloud volume. Figure 2 should be compared to McFarlane
and Grabowski [2007, Figures 1 and 2] (bearing in mind the
six-month long period of measurements represented by the
remote sensing statistics). In agreement with many previous
observations, RICO clouds are significantly diluted by en-
trainment [see, e.g., Gerber et al., 2008]. However, the
dilution is not as strong as that ofMcFarlane and Grabowski
[2007]. One needs to keep in mind, however, that the values

of AF depend on the choice of the cloud-base altitude. Since
the analysis presented here assumes a constant cloud-base
height, the AF values are characterized by additional uncer-
tainties, especially near the cloud base.
[16] The most striking is the difference in the statistics of

the effective radius obtained in the current study and those
presented by McFarlane and Grabowski [2007]. In partic-
ular, the distributions here are monomodal (except for the
flight rf07 which featured two separate cloud layers as
discussed above), with the maximum frequency of values
roughly corresponding to the larger reff values ofMcFarlane
and Grabowski [2007, Figure 2].

4. Summary

[17] This paper presents results of aircraft data analysis
from four selected flights in RICO. The goal is to obtain
relationships that are needed in cloud model microphysical
parameterizations, for instance, in the two-moment bulk
microphysics scheme of Morrison and Grabowski [2007,
2008] where the width of the cloud droplet spectrum has
to be prescribed. In addition, the width of the spectrum has
been shown to affect the relationship between the effective
radius and the mean volume radius [Martin et al., 1994;
Liu and Daum, 2000]. The values of the relative disper-
sion observed in RICO cumuli are larger than those in
ACE-2 and in previous stratocumulus observations [e.g.,
Martin et al., 1994].
[18] As for the frequency distribution of the effective

radius, there are significant differences between results
presented here and those of McFarlane and Grabowski
[2007, Figure 2]. In particular, the aircraft data show much
narrower distributions, approximately corresponding to the
peak at larger droplet sizes of McFarlane and Grabowski
[2007, Figure 2]; that is, those a few micrometers smaller
than the adiabatic size. The bimodality of the effective
radius frequency distribution is not observed in the in-situ

Figure 2. Same as Figure 1, but for the effective radius reff and adiabatic fraction AF values. Effective radius for adiabatic
clouds with droplet concentrations of 50 and 100 cm!3 are shown by solid lines (larger reff values correspond to the
concentration of 50 cm!3).
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↑
I reasons for the reduced slope in the upper part of the cloud field:

I the Fast-FSSP 1–24 µm drop radius range
I decreased efficiency, in terms of radius change, of condensational growth
I increased probability of drop collisions and coalescence

cases in ACE-2 [Pawlowska et al., 2006, Figure 2]). It
increases slightly at higher levels, with typical values
between 0.2 and 0.4. However, the range of values of d
observed during RICO is relatively wide (from 0.1 to 0.8),
while the spread of d reported for ACE-2 was significantly
smaller [cf. Pawlowska et al., 2006, Figures 2 and 3].
[14] A closer analysis of the rf07 data suggests that the

aircraft probed two separate layers of clouds. On that day,
the lower cloud layer was capped by a shallow layer of
stratiform clouds (described in the report of the flight crew
and visible on the images from the aircraft-cockpit camera).
This seems to explain structures suggesting a second cloud
base around 900 m in the plots of r and sr in Figure 1. Such
multi-layer situation might be an example of a difficult case
for the retrieval procedure applied to the remote-sensing
data presented by McFarlane and Grabowski [2007] where
a wide bimodal shape of effective radius frequency distri-
bution was reported at higher parts of the clouds.
[15] Figure 2 presents results of the analysis of the

effective radius reff (Figure 2, top) and the adiabatic fraction
AF (Figure 2, bottom) in the format similar to Figure 1 (with
histogram bin widths of 0.5 mm for reff and 0.025 for AF)
and for the same four flights. As by McFarlane and
Grabowski [2007], an adiabatic parcel model was used to
obtain the adiabatic liquid water content above the cloud
base (assumed to be constant throughout the flight). The
ratio between the observed water content (obtained from the
Fast-FSSP measurements) and the adiabatic limit, the adi-
abatic fraction AF, describes the local dilution of a probed
cloud volume. Figure 2 should be compared to McFarlane
and Grabowski [2007, Figures 1 and 2] (bearing in mind the
six-month long period of measurements represented by the
remote sensing statistics). In agreement with many previous
observations, RICO clouds are significantly diluted by en-
trainment [see, e.g., Gerber et al., 2008]. However, the
dilution is not as strong as that ofMcFarlane and Grabowski
[2007]. One needs to keep in mind, however, that the values

of AF depend on the choice of the cloud-base altitude. Since
the analysis presented here assumes a constant cloud-base
height, the AF values are characterized by additional uncer-
tainties, especially near the cloud base.
[16] The most striking is the difference in the statistics of

the effective radius obtained in the current study and those
presented by McFarlane and Grabowski [2007]. In partic-
ular, the distributions here are monomodal (except for the
flight rf07 which featured two separate cloud layers as
discussed above), with the maximum frequency of values
roughly corresponding to the larger reff values ofMcFarlane
and Grabowski [2007, Figure 2].

4. Summary

[17] This paper presents results of aircraft data analysis
from four selected flights in RICO. The goal is to obtain
relationships that are needed in cloud model microphysical
parameterizations, for instance, in the two-moment bulk
microphysics scheme of Morrison and Grabowski [2007,
2008] where the width of the cloud droplet spectrum has
to be prescribed. In addition, the width of the spectrum has
been shown to affect the relationship between the effective
radius and the mean volume radius [Martin et al., 1994;
Liu and Daum, 2000]. The values of the relative disper-
sion observed in RICO cumuli are larger than those in
ACE-2 and in previous stratocumulus observations [e.g.,
Martin et al., 1994].
[18] As for the frequency distribution of the effective

radius, there are significant differences between results
presented here and those of McFarlane and Grabowski
[2007, Figure 2]. In particular, the aircraft data show much
narrower distributions, approximately corresponding to the
peak at larger droplet sizes of McFarlane and Grabowski
[2007, Figure 2]; that is, those a few micrometers smaller
than the adiabatic size. The bimodality of the effective
radius frequency distribution is not observed in the in-situ

Figure 2. Same as Figure 1, but for the effective radius reff and adiabatic fraction AF values. Effective radius for adiabatic
clouds with droplet concentrations of 50 and 100 cm!3 are shown by solid lines (larger reff values correspond to the
concentration of 50 cm!3).
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I the Fast-FSSP 1–24 µm drop radius range
I decreased efficiency, in terms of radius change, of condensational growth
I increased probability of drop collisions and coalescence

cases in ACE-2 [Pawlowska et al., 2006, Figure 2]). It
increases slightly at higher levels, with typical values
between 0.2 and 0.4. However, the range of values of d
observed during RICO is relatively wide (from 0.1 to 0.8),
while the spread of d reported for ACE-2 was significantly
smaller [cf. Pawlowska et al., 2006, Figures 2 and 3].
[14] A closer analysis of the rf07 data suggests that the

aircraft probed two separate layers of clouds. On that day,
the lower cloud layer was capped by a shallow layer of
stratiform clouds (described in the report of the flight crew
and visible on the images from the aircraft-cockpit camera).
This seems to explain structures suggesting a second cloud
base around 900 m in the plots of r and sr in Figure 1. Such
multi-layer situation might be an example of a difficult case
for the retrieval procedure applied to the remote-sensing
data presented by McFarlane and Grabowski [2007] where
a wide bimodal shape of effective radius frequency distri-
bution was reported at higher parts of the clouds.
[15] Figure 2 presents results of the analysis of the

effective radius reff (Figure 2, top) and the adiabatic fraction
AF (Figure 2, bottom) in the format similar to Figure 1 (with
histogram bin widths of 0.5 mm for reff and 0.025 for AF)
and for the same four flights. As by McFarlane and
Grabowski [2007], an adiabatic parcel model was used to
obtain the adiabatic liquid water content above the cloud
base (assumed to be constant throughout the flight). The
ratio between the observed water content (obtained from the
Fast-FSSP measurements) and the adiabatic limit, the adi-
abatic fraction AF, describes the local dilution of a probed
cloud volume. Figure 2 should be compared to McFarlane
and Grabowski [2007, Figures 1 and 2] (bearing in mind the
six-month long period of measurements represented by the
remote sensing statistics). In agreement with many previous
observations, RICO clouds are significantly diluted by en-
trainment [see, e.g., Gerber et al., 2008]. However, the
dilution is not as strong as that ofMcFarlane and Grabowski
[2007]. One needs to keep in mind, however, that the values

of AF depend on the choice of the cloud-base altitude. Since
the analysis presented here assumes a constant cloud-base
height, the AF values are characterized by additional uncer-
tainties, especially near the cloud base.
[16] The most striking is the difference in the statistics of

the effective radius obtained in the current study and those
presented by McFarlane and Grabowski [2007]. In partic-
ular, the distributions here are monomodal (except for the
flight rf07 which featured two separate cloud layers as
discussed above), with the maximum frequency of values
roughly corresponding to the larger reff values ofMcFarlane
and Grabowski [2007, Figure 2].

4. Summary

[17] This paper presents results of aircraft data analysis
from four selected flights in RICO. The goal is to obtain
relationships that are needed in cloud model microphysical
parameterizations, for instance, in the two-moment bulk
microphysics scheme of Morrison and Grabowski [2007,
2008] where the width of the cloud droplet spectrum has
to be prescribed. In addition, the width of the spectrum has
been shown to affect the relationship between the effective
radius and the mean volume radius [Martin et al., 1994;
Liu and Daum, 2000]. The values of the relative disper-
sion observed in RICO cumuli are larger than those in
ACE-2 and in previous stratocumulus observations [e.g.,
Martin et al., 1994].
[18] As for the frequency distribution of the effective

radius, there are significant differences between results
presented here and those of McFarlane and Grabowski
[2007, Figure 2]. In particular, the aircraft data show much
narrower distributions, approximately corresponding to the
peak at larger droplet sizes of McFarlane and Grabowski
[2007, Figure 2]; that is, those a few micrometers smaller
than the adiabatic size. The bimodality of the effective
radius frequency distribution is not observed in the in-situ

Figure 2. Same as Figure 1, but for the effective radius reff and adiabatic fraction AF values. Effective radius for adiabatic
clouds with droplet concentrations of 50 and 100 cm!3 are shown by solid lines (larger reff values correspond to the
concentration of 50 cm!3).

L11803 ARABAS ET AL.: OBSERVATIONS OF CU MICROPHYSICS L11803

4 of 5



Super-Droplet LES vs. RICO Fast-FSSP measurements
high resolution (25×25×10 m); 32 super-droplets per cell (on average)

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

h
e
ig

h
t 
[m

]

0.4

0.6

0.8

1.0

1.2

1.4

1.6

-1 0 1

h
e
ig

h
t 
[m

]

S = RH - 1 [%]

20 60 100

CDNC [cm-3]

5 10 15 20

reff [µm]

0 0.5 1 1.5 2 2.5

LWC [g/m3]

0.6 0.8 1

k [1]

0 2 4 6

σr [µm]

sdm-coarse-32

sdm-middle-32

sdm-high-32

Fig. 3. Same as Fig. 2 for model runs: sdm-coarse-32, sdm-middle-32 and sdm-high-32.

9

Gerber et al. 2008, JMSJap: Fig. 1

H.E. Gerber et al.November 2008 89

in an attempt to explain the drizzle drops appearing 
near the top of the deepest Cu. A final section gives 
conclusions.

2. Conditionally-sampled cumuli

Flight RF12 (Jan. 11, 2005; long. ~−62°E , lat. 
~18°N) was chosen for conditional sampling since 
the Cu had somewhat larger droplet and smaller 
drizzle concentrations than other RICO flights. 
This permitted the vertical evolution of the micro-
physics to be studied without a significant deple-
tion of LWC by precipitation. The vertical distribu-
tion of traverses through the ~200 cumuli on flight 
RF12 is illustrated in Fig. 1 where all 1-hz (~100-m 
resolution) LWC data collected by the PVM and 
2D-C probes are shown. As illustrated the traverses 
were flown predominantly at 7 levels. The passes 
just above cloud base are not dealt with in the sub-
sequent analysis, and the two closely-spaced pass-
es about 800-m above the surface are combined to 
represent one level. Also shown in Fig. 1 for each 
of the remaining 5 levels are the largest values of 
LWC from the ~10-cm resolution PVM data. These 
high resolution LWC values are ~25% larger than 
the largest 100-m resolution LWC values. The large 

differences between the measured LWC values 
and the calculated adiabatic LWC curve show that 
there is pervasive entrainment into the Cu on this 
flight.

A forward-looking digital video was a new fea-
ture on the C-130 aircraft for RICO. This permitted 
practical viewing of the Cu, as well as enabling 
quantitative estimates to be made of Cu geometry. 
Viewing the video for RF12 leaves the impression 
that these Cu reflect a substantial complexity, with 
the ideal “bubble and wake” geometry hardly ever 
observed. Some Cu are vigorous, others are not, 
others are dissipating, and others form complex 
clusters. Given this complexity, it was decided not 
to analyze all ~200 Cu, but to follow in the footsteps 
of Raga et al. (1990) and analyze only those that 
met a similar sampling criterion. In their study 
of the Hawaiian rain-band Cu they chose Cu with 
vigorous updrafts. Here we do the same with some 
additional constrains: 1) the vertical velocity is 
positive in at least 80% of the Cu traverse (for the 
bottom 4 flight levels), 2) the top of the Cu is vis-
ible in the video so that the distance between cloud 
penetration and cloud top can be estimated, 3) the 
Cu is traversed below but near cloud top (~200-m 
the desired distance), and 4) the Cu consisting of 
individual turrets are chosen.

The method for relating distances on the video 
display screen to cloud distances requires refer-
ence to some known distance on the video. This 
is done by measuring the distance on the screen 
when cloud base is visible for well defined Cu, and 
when the aircraft is at a known distance from the 
Cu given by aircraft speed times the elapsed time 

t (s) before intercepting the Cu. Given the known 
height of the LCL (equivalent to cloud-base height 
z0) and the altimeter reading leads to the known 
distance between the LCL and the point of aircraft 
penetration, and to an approximately linear rela-
tionship given by

t z
zs

0 11 2 98. . ,  (1)

where z (m) is the cloud dimension, and zs 
(cm) is the corresponding dimension on the video 
screen. Equation (1) can be applied to any other 
screen by replacing zs with zs [5.40 (cm)/X (cm)] 
where X (cm) is the width of the large runway ar-
rowhead in the first video image for RF12.

The cloud top height zt was obtained using Eq. 
(1) and is shown in Fig. 2 where each of the 47 

Fig. 1. Liquid water content LWC as a 
function of height z in RICO trade-wind 
Cu on C-130 flight RF12. Crosses are 
1-hz PVM data, circles are 1000-hz PVM 
data, and triangles are 1-hz 2D-C data. 
The curve indicates the expected adia-
batic LWC profile given cloud-base tem-
perature and pressure.

↑
I significant spread: zero . . . ca. adiabatic

I mixing in SDM?
I not homogeneous (supersaturation

interpolated to SD positions)
I super-droplets ∼ parcels

I sensitive to sampling volume choice
(both measurements & model)
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in an attempt to explain the drizzle drops appearing 
near the top of the deepest Cu. A final section gives 
conclusions.

2. Conditionally-sampled cumuli

Flight RF12 (Jan. 11, 2005; long. ~−62°E , lat. 
~18°N) was chosen for conditional sampling since 
the Cu had somewhat larger droplet and smaller 
drizzle concentrations than other RICO flights. 
This permitted the vertical evolution of the micro-
physics to be studied without a significant deple-
tion of LWC by precipitation. The vertical distribu-
tion of traverses through the ~200 cumuli on flight 
RF12 is illustrated in Fig. 1 where all 1-hz (~100-m 
resolution) LWC data collected by the PVM and 
2D-C probes are shown. As illustrated the traverses 
were flown predominantly at 7 levels. The passes 
just above cloud base are not dealt with in the sub-
sequent analysis, and the two closely-spaced pass-
es about 800-m above the surface are combined to 
represent one level. Also shown in Fig. 1 for each 
of the remaining 5 levels are the largest values of 
LWC from the ~10-cm resolution PVM data. These 
high resolution LWC values are ~25% larger than 
the largest 100-m resolution LWC values. The large 

differences between the measured LWC values 
and the calculated adiabatic LWC curve show that 
there is pervasive entrainment into the Cu on this 
flight.

A forward-looking digital video was a new fea-
ture on the C-130 aircraft for RICO. This permitted 
practical viewing of the Cu, as well as enabling 
quantitative estimates to be made of Cu geometry. 
Viewing the video for RF12 leaves the impression 
that these Cu reflect a substantial complexity, with 
the ideal “bubble and wake” geometry hardly ever 
observed. Some Cu are vigorous, others are not, 
others are dissipating, and others form complex 
clusters. Given this complexity, it was decided not 
to analyze all ~200 Cu, but to follow in the footsteps 
of Raga et al. (1990) and analyze only those that 
met a similar sampling criterion. In their study 
of the Hawaiian rain-band Cu they chose Cu with 
vigorous updrafts. Here we do the same with some 
additional constrains: 1) the vertical velocity is 
positive in at least 80% of the Cu traverse (for the 
bottom 4 flight levels), 2) the top of the Cu is vis-
ible in the video so that the distance between cloud 
penetration and cloud top can be estimated, 3) the 
Cu is traversed below but near cloud top (~200-m 
the desired distance), and 4) the Cu consisting of 
individual turrets are chosen.

The method for relating distances on the video 
display screen to cloud distances requires refer-
ence to some known distance on the video. This 
is done by measuring the distance on the screen 
when cloud base is visible for well defined Cu, and 
when the aircraft is at a known distance from the 
Cu given by aircraft speed times the elapsed time 

t (s) before intercepting the Cu. Given the known 
height of the LCL (equivalent to cloud-base height 
z0) and the altimeter reading leads to the known 
distance between the LCL and the point of aircraft 
penetration, and to an approximately linear rela-
tionship given by

t z
zs

0 11 2 98. . ,  (1)

where z (m) is the cloud dimension, and zs 
(cm) is the corresponding dimension on the video 
screen. Equation (1) can be applied to any other 
screen by replacing zs with zs [5.40 (cm)/X (cm)] 
where X (cm) is the width of the large runway ar-
rowhead in the first video image for RF12.

The cloud top height zt was obtained using Eq. 
(1) and is shown in Fig. 2 where each of the 47 

Fig. 1. Liquid water content LWC as a 
function of height z in RICO trade-wind 
Cu on C-130 flight RF12. Crosses are 
1-hz PVM data, circles are 1000-hz PVM 
data, and triangles are 1-hz 2D-C data. 
The curve indicates the expected adia-
batic LWC profile given cloud-base tem-
perature and pressure.
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in an attempt to explain the drizzle drops appearing 
near the top of the deepest Cu. A final section gives 
conclusions.

2. Conditionally-sampled cumuli

Flight RF12 (Jan. 11, 2005; long. ~−62°E , lat. 
~18°N) was chosen for conditional sampling since 
the Cu had somewhat larger droplet and smaller 
drizzle concentrations than other RICO flights. 
This permitted the vertical evolution of the micro-
physics to be studied without a significant deple-
tion of LWC by precipitation. The vertical distribu-
tion of traverses through the ~200 cumuli on flight 
RF12 is illustrated in Fig. 1 where all 1-hz (~100-m 
resolution) LWC data collected by the PVM and 
2D-C probes are shown. As illustrated the traverses 
were flown predominantly at 7 levels. The passes 
just above cloud base are not dealt with in the sub-
sequent analysis, and the two closely-spaced pass-
es about 800-m above the surface are combined to 
represent one level. Also shown in Fig. 1 for each 
of the remaining 5 levels are the largest values of 
LWC from the ~10-cm resolution PVM data. These 
high resolution LWC values are ~25% larger than 
the largest 100-m resolution LWC values. The large 

differences between the measured LWC values 
and the calculated adiabatic LWC curve show that 
there is pervasive entrainment into the Cu on this 
flight.

A forward-looking digital video was a new fea-
ture on the C-130 aircraft for RICO. This permitted 
practical viewing of the Cu, as well as enabling 
quantitative estimates to be made of Cu geometry. 
Viewing the video for RF12 leaves the impression 
that these Cu reflect a substantial complexity, with 
the ideal “bubble and wake” geometry hardly ever 
observed. Some Cu are vigorous, others are not, 
others are dissipating, and others form complex 
clusters. Given this complexity, it was decided not 
to analyze all ~200 Cu, but to follow in the footsteps 
of Raga et al. (1990) and analyze only those that 
met a similar sampling criterion. In their study 
of the Hawaiian rain-band Cu they chose Cu with 
vigorous updrafts. Here we do the same with some 
additional constrains: 1) the vertical velocity is 
positive in at least 80% of the Cu traverse (for the 
bottom 4 flight levels), 2) the top of the Cu is vis-
ible in the video so that the distance between cloud 
penetration and cloud top can be estimated, 3) the 
Cu is traversed below but near cloud top (~200-m 
the desired distance), and 4) the Cu consisting of 
individual turrets are chosen.

The method for relating distances on the video 
display screen to cloud distances requires refer-
ence to some known distance on the video. This 
is done by measuring the distance on the screen 
when cloud base is visible for well defined Cu, and 
when the aircraft is at a known distance from the 
Cu given by aircraft speed times the elapsed time 

t (s) before intercepting the Cu. Given the known 
height of the LCL (equivalent to cloud-base height 
z0) and the altimeter reading leads to the known 
distance between the LCL and the point of aircraft 
penetration, and to an approximately linear rela-
tionship given by

t z
zs

0 11 2 98. . ,  (1)

where z (m) is the cloud dimension, and zs 
(cm) is the corresponding dimension on the video 
screen. Equation (1) can be applied to any other 
screen by replacing zs with zs [5.40 (cm)/X (cm)] 
where X (cm) is the width of the large runway ar-
rowhead in the first video image for RF12.

The cloud top height zt was obtained using Eq. 
(1) and is shown in Fig. 2 where each of the 47 

Fig. 1. Liquid water content LWC as a 
function of height z in RICO trade-wind 
Cu on C-130 flight RF12. Crosses are 
1-hz PVM data, circles are 1000-hz PVM 
data, and triangles are 1-hz 2D-C data. 
The curve indicates the expected adia-
batic LWC profile given cloud-base tem-
perature and pressure.

↑
I significant spread: zero . . . ca. adiabatic

I mixing in SDM?
I not homogeneous (supersaturation

interpolated to SD positions)
I super-droplets ∼ parcels

I sensitive to sampling volume choice
(both measurements & model)
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Fig. 3. Scatterplot of the 10Hz sample k factor values derived from
Fast-FSSP data collected in a Cu during SCMS (points) as func-
tion of (a) the total droplet number concentration and (b) the LWC
adiabatic fraction. Mean value is indicated for each of the six cloud
traverses performed in this turret (colour dot) and for the whole data
set (black triangle). Error bars correspond to one standard deviation.

4.4 Inter-cloud variability of the microphysics

The next step is therefore to examine if such features are also
noticeable at the scale of the cloud systems. The 33 case
studies listed in Table 1 are now analyzed concurrently. The
results are summarized in Table 4. The cumulated length of
cloudy samples is indicated in the last column. Note that data
from stratocumulus layers (ACE-2, DYCOMS-II and EU-
CAARI as51 and 52) are processed at 1Hz (about 100m),
while the ones collected in cumulus clouds are processed at
10Hz for the same reason as already mentioned in the previ-
ous subsection. The mean CDNC and k values, hNi and hki
respectively, are given with the standard deviation of their
frequency distributions for each flight.
Figure 4 shows, for the 33 case studies listed in Ta-

ble 4, how hki varies with the mean LWC adiabatic fraction⌦
qc

�
qcad

↵
, where hi is the average over all cloudy samples

of a case study. The figure corroborates previous findings
that dilution is more pronounced in Cu clouds than in Sc. It
also reveals for cumulus clouds that the relationship between
the k ratio and the adiabatic fraction observed at the scale of
a convective turret is still noticeable for the entire cloud sys-
tems, with hki increasing from 0.748 to 0.858 while

⌦
qc

�
qcad

↵

increases from 0.167 to 0.447.

Fig. 4. Scatterplot of hki values as function of the LWC adiabatic
fraction. For the LWC adiabatic fraction, the difference between the
80th and the 20th percentile of the frequency distribution is used
as the error bar instead of the standard deviation to represent the
variability. Symbols depend on the project as indicated in the legend
with open and solid symbols for Cu and Sc clouds, respectively. For
DYCOMS-II pointing up triangle is for Fast-FSSP data and pointing
down triangles are for SPP-100 data.

Surprisingly, some of the stratocumulus layers, that are
characterized by higher values of the LWC adiabatic frac-
tion, also exhibit lower values of the k factor than the Cu
ones, and even the opposite trend with decreasing k values
when the adiabatic fraction increases, although this trend is
not statistically significant. In fact, entrainment-mixing pro-
cesses are noticeably different in the two cloud types. Stra-
tocumulus clouds develop in a moist boundary layer so that
entrainment has little impact on cloud microphysics (Fig. 5 in
Pawlowska and Brenguier, 2000), except at cloud top where
the cloud is mixed with warmer and dryer air from the inver-
sion layer above. In contrast, isolated cumuli grow in a drier
free tropospheric environment so that LWC is progressively
diluted by lateral entrainment. This fundamental difference
explains why the LWC adiabatic fraction is lower in isolated
cumuli than in stratocumulus layers. Moreover, cloud top en-
trainment in stratocumulus exhibits extreme inhomogeneous
mixing features (Burnet and Brenguier, 2007), during which
dilution of the LWC is mainly accounted for by a dilution of
CDNC while droplet sizes are almost unaffected. In contrast,
lateral entrainment in isolated cumuli shows more homoge-
neous like features. Considering the reduction of the k fac-
tor when dilution increases, as shown in Fig. 3, one would
expect Cu clouds to exhibit lower k values than the stratocu-
mulus ones. The impact of entrainment-mixing processes on
the droplet spectral width and the k factor in different cloud
types thus deserves more examination.
These effects were accounted for by Martin et al. (1994)

who mentioned that “when entrainment effects become im-
portant the relationship between re and rv breaks down and
such data have been ignored in the analysis”. Our objective,
however, is to empirically derive a k factor value for parame-
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a) SCMS - me9511

b) EUCAARI - as0851

Fig. 5. Vertical profiles of LWC, the k factor and the number of data
points in each 50m altitude interval above cloud base. For LWC and
the k factor, the mean value (black dot) and the 1st and 9th deciles of
the frequency distribution (error bar) are superimposed to the data
(grey points). The dashed line on the left panel corresponds to the
adiabatic LWC profile.

terization of the aerosol indirect effect in climate models, i.e.
a value that characterizes cloud systems as a whole, includ-
ing both quasi-adiabatic and diluted cloud regions.
Dilution and droplet evaporation following entrainment-

mixing is not the only source of variability for the k coeffi-
cient. For instance, during the ACE2 me31 flight, two legs
were flown 60 km apart, that exhibit quite different values
of the k factor, 0.74 and 0.61, respectively. They also show
noticeable differences in term of cloud thickness, with the
lowest k value for the thinnest cloud layer.
These observations highlight the importance of the sam-

pling strategy when trying to characterize large scale prop-
erties of a cloud field for GCM parameterizations. Indeed,
it is difficult with an aircraft to uniformly sample a field of
isolated cumuli, from cloud base to cloud top, and from their

early stage of growth to their dissipation, to derive cloud sys-
tem representative values of vertically integrated physical pa-
rameters. Figure 5a shows an example of the SCMS data set,
with the vertical profile of LWC, the k factor and the number
of data points in each 50m altitude interval above cloud base.
For LWC and the k factor, the mean value and 1st and 9th
deciles at each level are superimposed. This figure reveals
that all levels above cloud base are not sampled uniformly,
and that some levels exhibit a large variability of the LWC
adiabatic fraction and of the k factor.
From this point of view, the Sc clouds data set, during

which all altitude levels were sampled with the same fre-
quency during constant climbing rate ascents and descents, is
much more suited. Figure 5b illustrates this statement with
the vertical profile of the k factor for all the soundings of
EUCAARI flight as51. The figure shows a large range of k

values at cloud base, extending from less than 0.4 to 0.90,
followed by a shrinking of the distributions with altitude and
most of the values ranging between 0.80 and 0.90.
Considering the importance of the intra-cloud variability,

in space and time, and its impact on the cloud system val-
ues of the k factor, we consider that the contrasting trends
observed in Fig. 4 between Cu and Sc clouds are not signifi-
cant as they are likely to reflect small differences in airborne
sampling, with varying fractions of undiluted cores versus
diluted cloud regions during each flight.
This variability of the microphysics is a serious obstacle

to an experimental assessment of the first indirect effect. In-
deed, Twomey adopted a global perspective when postulat-
ing that clouds of the post industrial era should have a higher
albedo than similar clouds of the pre-industrial era. There-
fore, “similar” here means similar liquid water path, similar
morphology, similar life cycle and also similar level of mix-
ing. As a proxy for the pre- and post-industrial eras, today
observations focus on pristine and polluted cloud systems.
To detect and quantify the aerosol indirect effect, beyond the
intra-cloud variability of the microphysics is a challenge that
raises methodological issues, as discussed in the following
sections.

4.5 Mean value of the k factor

The cloud system mean values of the k factor are plotted in
Fig. 6a and b as a function of the mean CDNC values for Sc
and Cu cloud types, respectively. The error bars represent the
standard deviation of the parameter frequency distributions.
The red dashed line represent the average over all cases for
each cloud type, with an orange bar for the standard devia-
tion. The two values recommended by Martin et al. (1994)
are indicated with dotted lines and vertical bar apart for the
standard deviation.
There is no detectable trend of the mean k value with

the mean CDNC one in Sc clouds. The range of sound-
ing average CDNC values in our data is, however, limited
to 280 cm�3 while Martin et al. (1994) report a few values

Atmos. Chem. Phys., 11, 9771–9786, 2011 www.atmos-chem-phys.net/11/9771/2011/
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↑
I values larger than in adiabatic growth ( mixing-induced broadening)
I highest percentile profiles correspond to measurements (increase with height)
I drop breakup and influences of turbulence not represented in the model

frequency of occurrence equals 40%. This procedure is
repeated until 100% is reached, that is, all measured values
are included in the diagram. Such diagrams differ from the
contoured frequency by altitude diagrams (CFADs, as used,
e.g., by McFarlane and Grabowski [2007]) because the
shade-frequency relationship is constructed for each level
separately. In particular, for a CFAD, a wide histogram with
relatively low frequencies over wide range of bins is
represented with a subset of shades thus hiding details
(e.g., multi-modality) of the histogram. In our procedure,
all shades are utilized at each height separately. In addition,
Figure 1 also shows median values of the distributions using
white vertical bars.
[12] In all four flights, 80% of samples were character-

ized by droplet concentrations lower than 100 cm!3 (and
even lower than 50 cm!3 for the rf07 and rf09). The high-
concentration tail (related to about 10% of the least frequent
values) observed during the rf06 flight comes from a few
clouds with high concentration (up to 350 cm!3) of small
droplets (in the 2 to 5 mm radius range). This feature is also
present in the data obtained by the FSSP-100, and is
attributed to the fact that the aircraft repeatedly crossed a
large-scale plume of more polluted air, evidently rich in
aerosol particles acting as CCN (see Hudson and Mishra

[2007] for discussion of CCN measurements beneath the
cloud-base during these RICO flights). Otherwise, the
observed low droplet concentrations indicate that clouds
formed in the pristine maritime air.
[13] The mean radius statistics presented in Figure 1

show an increase of droplet size until approximately half
of the depth of the cloud field. Above, the increase of r is
less pronounced. The histograms are quite wide, implying a
significant spatial variability of r, most likely related to
entrainment and mixing processes. The standard deviation
of the droplet spectra sr (Figure 1c) shows its gradual
increase with height, from values in the 1 to 2 mm in the
lowest couple hundred meters, to values as large as 5 mm
near the cloud top. The values in the lowest 100–200 m of
the cloud field are similar to those observed in stratocumu-
lus in ACE-2 [see Pawlowska et al., 2006, Figure 2]. The
strongest resemblance is observed for the lowest adiabatic
fraction cases from the ACE-2 data analysis. Large values
of sr, in the middle and upper parts of the cloud field, are
again most likely related to entrainment and mixing, and
seem consistent with results presented in particular by
Burnet and Brenguier [2007, Figure 9]. The relative dis-
persion d (Figure 1d) is about 0.2 in the lowest couple
hundred meters (again consistent with the data from pristine

Figure 1. Statistics of droplet-spectrum and concentration measurements from RICO flights rf06, rf07, rf09, and rf12 as a
function of height. (a) Droplet concentration N, (b) the mean radius r, (c) the standard deviation of radius sr, and (d) the
relative dispersion d = sr/r. See text for details.
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frequency of occurrence equals 40%. This procedure is
repeated until 100% is reached, that is, all measured values
are included in the diagram. Such diagrams differ from the
contoured frequency by altitude diagrams (CFADs, as used,
e.g., by McFarlane and Grabowski [2007]) because the
shade-frequency relationship is constructed for each level
separately. In particular, for a CFAD, a wide histogram with
relatively low frequencies over wide range of bins is
represented with a subset of shades thus hiding details
(e.g., multi-modality) of the histogram. In our procedure,
all shades are utilized at each height separately. In addition,
Figure 1 also shows median values of the distributions using
white vertical bars.
[12] In all four flights, 80% of samples were character-

ized by droplet concentrations lower than 100 cm!3 (and
even lower than 50 cm!3 for the rf07 and rf09). The high-
concentration tail (related to about 10% of the least frequent
values) observed during the rf06 flight comes from a few
clouds with high concentration (up to 350 cm!3) of small
droplets (in the 2 to 5 mm radius range). This feature is also
present in the data obtained by the FSSP-100, and is
attributed to the fact that the aircraft repeatedly crossed a
large-scale plume of more polluted air, evidently rich in
aerosol particles acting as CCN (see Hudson and Mishra

[2007] for discussion of CCN measurements beneath the
cloud-base during these RICO flights). Otherwise, the
observed low droplet concentrations indicate that clouds
formed in the pristine maritime air.
[13] The mean radius statistics presented in Figure 1

show an increase of droplet size until approximately half
of the depth of the cloud field. Above, the increase of r is
less pronounced. The histograms are quite wide, implying a
significant spatial variability of r, most likely related to
entrainment and mixing processes. The standard deviation
of the droplet spectra sr (Figure 1c) shows its gradual
increase with height, from values in the 1 to 2 mm in the
lowest couple hundred meters, to values as large as 5 mm
near the cloud top. The values in the lowest 100–200 m of
the cloud field are similar to those observed in stratocumu-
lus in ACE-2 [see Pawlowska et al., 2006, Figure 2]. The
strongest resemblance is observed for the lowest adiabatic
fraction cases from the ACE-2 data analysis. Large values
of sr, in the middle and upper parts of the cloud field, are
again most likely related to entrainment and mixing, and
seem consistent with results presented in particular by
Burnet and Brenguier [2007, Figure 9]. The relative dis-
persion d (Figure 1d) is about 0.2 in the lowest couple
hundred meters (again consistent with the data from pristine

Figure 1. Statistics of droplet-spectrum and concentration measurements from RICO flights rf06, rf07, rf09, and rf12 as a
function of height. (a) Droplet concentration N, (b) the mean radius r, (c) the standard deviation of radius sr, and (d) the
relative dispersion d = sr/r. See text for details.
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frequency of occurrence equals 40%. This procedure is
repeated until 100% is reached, that is, all measured values
are included in the diagram. Such diagrams differ from the
contoured frequency by altitude diagrams (CFADs, as used,
e.g., by McFarlane and Grabowski [2007]) because the
shade-frequency relationship is constructed for each level
separately. In particular, for a CFAD, a wide histogram with
relatively low frequencies over wide range of bins is
represented with a subset of shades thus hiding details
(e.g., multi-modality) of the histogram. In our procedure,
all shades are utilized at each height separately. In addition,
Figure 1 also shows median values of the distributions using
white vertical bars.
[12] In all four flights, 80% of samples were character-

ized by droplet concentrations lower than 100 cm!3 (and
even lower than 50 cm!3 for the rf07 and rf09). The high-
concentration tail (related to about 10% of the least frequent
values) observed during the rf06 flight comes from a few
clouds with high concentration (up to 350 cm!3) of small
droplets (in the 2 to 5 mm radius range). This feature is also
present in the data obtained by the FSSP-100, and is
attributed to the fact that the aircraft repeatedly crossed a
large-scale plume of more polluted air, evidently rich in
aerosol particles acting as CCN (see Hudson and Mishra

[2007] for discussion of CCN measurements beneath the
cloud-base during these RICO flights). Otherwise, the
observed low droplet concentrations indicate that clouds
formed in the pristine maritime air.
[13] The mean radius statistics presented in Figure 1

show an increase of droplet size until approximately half
of the depth of the cloud field. Above, the increase of r is
less pronounced. The histograms are quite wide, implying a
significant spatial variability of r, most likely related to
entrainment and mixing processes. The standard deviation
of the droplet spectra sr (Figure 1c) shows its gradual
increase with height, from values in the 1 to 2 mm in the
lowest couple hundred meters, to values as large as 5 mm
near the cloud top. The values in the lowest 100–200 m of
the cloud field are similar to those observed in stratocumu-
lus in ACE-2 [see Pawlowska et al., 2006, Figure 2]. The
strongest resemblance is observed for the lowest adiabatic
fraction cases from the ACE-2 data analysis. Large values
of sr, in the middle and upper parts of the cloud field, are
again most likely related to entrainment and mixing, and
seem consistent with results presented in particular by
Burnet and Brenguier [2007, Figure 9]. The relative dis-
persion d (Figure 1d) is about 0.2 in the lowest couple
hundred meters (again consistent with the data from pristine

Figure 1. Statistics of droplet-spectrum and concentration measurements from RICO flights rf06, rf07, rf09, and rf12 as a
function of height. (a) Droplet concentration N, (b) the mean radius r, (c) the standard deviation of radius sr, and (d) the
relative dispersion d = sr/r. See text for details.
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Focus of the analysis: mimicking particle-counting probes

Figure 1. from Rauber et al. 2007 (MWR)

Fast-FSSP / Meteo-France, Toulouse
Brenguier et al. 1997, JAOT

OAP-2DS / SPEC Inc. Boulder CO
Lawson et al. 2006, JAOT

Fast-FSSP:
 

- measures light
scattered by 
single cloud
particles
 

- sizes cloud
droplets in
the 2-50 μm
diameter range

OAP-2DS:
 

- measures light
shadowed by 
cloud/drizzle/rain 
drops
 

- sizes multiple 
particles at a time
in the 5-3000 μm
diameter range



OAP-2DS-mimicking analysis vs. RICO OAP-2DS statistics
Baker et al. 2009, JAMC

not extend to all rain shafts. Rain shafts with larger
drops may contain greater numbers of drops , 100 mm,
possibly because of more vigorous drop breakup.
Studies modeling these physical processes (Nicholls

1987, List and McFarquhar 1990) predict a lack of smaller
drops below cloud, similar to the observations pre-
sented herein. Nicholls (1987) also shows observational
measurements of smaller drops in excess of those pre-
dicted by the model and in excess of those found in this
study. Nicholls (1987) suggests that simplifications in the
below-cloud model were responsible for the discrep-
ancies. In light of what we now know, that all probes
can be significantly affected by precipitation unless
some means of removing those effects are employed,
an alternative explanation for the discrepancies exists.
The subcloud measurements of smaller drops were
likely spurious effects of the precipitation on the probes
used to measure the smaller drops [an axially scat-
tering spectrometer probe, a Johnson–Williams hot-wire
probe, and a 2D imaging probe; described in Nicholls
(1984)].

5. Conclusions

The main conclusion from this study is the lack of 30–
100-mm-diameter cloud drops in the RICO rain shafts.
There is a low concentration of deliquesced aerosols

showing up in the 10- and 20-mm size bins of the 2D-S.
The concentration measurements between 30 and 100
mm are even lower than the deliquesced aerosols con-
centrations. The counts in these bins might be rare real
particles but could also be rare spurious artifacts not
completely removed by the artifact removal algorithms.
The measured low concentration of hydrometeors smaller
than 100 mm implies that their rate of production,
through evaporation and through natural drop breakup,
is slow relative to their removal rate, through evapora-
tion and through collision and coalescence. This paper
also presents data from the new 2D-S probe, including
the removal of spurious effects of noisy photodiodes
and splashing precipitation.
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APPENDIX A

Removing Spurious 2D-S Events

2D-S raw data include spurious effects. These are
primarily from noisy photodiodes and from splashing or
shattering of precipitation. Algorithms used to remove
the majority of these spurious effects while retaining a
majority of the valid images are briefly described herein.
For a complete description, visit http://specinc.com/ and/
or contact SPEC personnel.
There are five quasi-independent steps to the algo-

rithm: 1)test for noise through line and dot patterns, 2)
test for noise through statistics of particle center loca-
tions, 3) test for roundness, 4) test for splashing events
based on black and white area considerations, and 5) test
for splashing events based on interevent-distances if the
probe is in precipitation. For step 1, Fig. A1 shows some
examples of noise-generated images appearing in line-
plus-dot patterns. Such patterns are identified and elim-
inated using criteria based on various length and area
parameters estimated from the images. In step 2, noisy
photodiode effects are also removed based on the sta-
tistics of image center locations. When a photodiode is
noisy, there are more images centered on this diode than
on normal functioning photodiodes. Therefore image

FIG. 4. The mean of 237 rain PSDs is shown on top of density
contours of the 237 individual rain PSDs observed at 600-ft (;183m)
altitude over the ocean on 19 Jan 2005. The contours show the
number of PSDs passing through the region. Very few individual
PSDs have any counts at all between 30 and 100 mm. These do not
appear on the contour plot because zero values are not included on
log–log plots.

MARCH 2009 BAKER ET AL . 621

I RF17 (Jan. 19th 2005)
I 237 size distributions (line=mean)
I observed in rain shafts at 180 m

(600 ft)
cloud base at 0.5 km (1.6 kft)



OAP-2DS-mimicking analysis vs. RICO OAP-2DS statistics

OAP-2DS bin layout, altitude: 180 m ± 100 m, qr > 0.001 g/kg
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not extend to all rain shafts. Rain shafts with larger
drops may contain greater numbers of drops , 100 mm,
possibly because of more vigorous drop breakup.
Studies modeling these physical processes (Nicholls

1987, List and McFarquhar 1990) predict a lack of smaller
drops below cloud, similar to the observations pre-
sented herein. Nicholls (1987) also shows observational
measurements of smaller drops in excess of those pre-
dicted by the model and in excess of those found in this
study. Nicholls (1987) suggests that simplifications in the
below-cloud model were responsible for the discrep-
ancies. In light of what we now know, that all probes
can be significantly affected by precipitation unless
some means of removing those effects are employed,
an alternative explanation for the discrepancies exists.
The subcloud measurements of smaller drops were
likely spurious effects of the precipitation on the probes
used to measure the smaller drops [an axially scat-
tering spectrometer probe, a Johnson–Williams hot-wire
probe, and a 2D imaging probe; described in Nicholls
(1984)].

5. Conclusions

The main conclusion from this study is the lack of 30–
100-mm-diameter cloud drops in the RICO rain shafts.
There is a low concentration of deliquesced aerosols

showing up in the 10- and 20-mm size bins of the 2D-S.
The concentration measurements between 30 and 100
mm are even lower than the deliquesced aerosols con-
centrations. The counts in these bins might be rare real
particles but could also be rare spurious artifacts not
completely removed by the artifact removal algorithms.
The measured low concentration of hydrometeors smaller
than 100 mm implies that their rate of production,
through evaporation and through natural drop breakup,
is slow relative to their removal rate, through evapora-
tion and through collision and coalescence. This paper
also presents data from the new 2D-S probe, including
the removal of spurious effects of noisy photodiodes
and splashing precipitation.
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APPENDIX A

Removing Spurious 2D-S Events

2D-S raw data include spurious effects. These are
primarily from noisy photodiodes and from splashing or
shattering of precipitation. Algorithms used to remove
the majority of these spurious effects while retaining a
majority of the valid images are briefly described herein.
For a complete description, visit http://specinc.com/ and/
or contact SPEC personnel.
There are five quasi-independent steps to the algo-

rithm: 1)test for noise through line and dot patterns, 2)
test for noise through statistics of particle center loca-
tions, 3) test for roundness, 4) test for splashing events
based on black and white area considerations, and 5) test
for splashing events based on interevent-distances if the
probe is in precipitation. For step 1, Fig. A1 shows some
examples of noise-generated images appearing in line-
plus-dot patterns. Such patterns are identified and elim-
inated using criteria based on various length and area
parameters estimated from the images. In step 2, noisy
photodiode effects are also removed based on the sta-
tistics of image center locations. When a photodiode is
noisy, there are more images centered on this diode than
on normal functioning photodiodes. Therefore image

FIG. 4. The mean of 237 rain PSDs is shown on top of density
contours of the 237 individual rain PSDs observed at 600-ft (;183m)
altitude over the ocean on 19 Jan 2005. The contours show the
number of PSDs passing through the region. Very few individual
PSDs have any counts at all between 30 and 100 mm. These do not
appear on the contour plot because zero values are not included on
log–log plots.
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I fair agreement for d>100 µm
(best for highest SD densities)
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where the OAP-2DS measured:
”most likely deliquesced aerosols”

I no aerosol sources in the model
(analysis: last 4h of 24h runs)

I no drop breakup in the model



Summary

I salient features of the Super-Droplet µ-physics:
I diffusive error-free computational schemes

for both condensational and collisional growth
I linear scaling of computational cost with the number of particles
I persistence of arbitrary number of scalar quantities

assigned to a super-droplet (e.g. chemical properties)

I (arguably) reasonable agreement with in-situ measurements
 set-up includes the key players in aerosol-cloud-precip interactions

I fewer parameterisation in comparison with bulk or bin models
(e.g. Köhler curve and aerosol size spectrum instead of
activation parameterisations or autoconversion thresholds)
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Thanks for your attention!
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Table 1. List of model runs discussed in the paper. The run label denotes whether bulk (blk) or SDM (sdm) microphysics
was used, as well as which grid resolution (coarse, middle or high) and SDND (8, 32, 128 or 512) was chosen. Coarse
resolution corresponds to a quarter of the domain from the original RICO set-up (i.e. grid box size of 100⇥100⇥40 m
with 64⇥64⇥100 grid points); the middle and high resolutions denote settings resulting in halved and quartered grid
box dimensions, respectively (with the domain size kept constant). For each simulation there are five time-steps defined:
long and short time-step of the Eulerian component (the short one used for sound-wave terms), the time-step used for
integrating the condensational growth/evaporation equation, the time-step used for solving collisional growth using the
Monte-Carlo scheme, and the time-step for integration of particle motion equations. The last column lists e↵ective number
densities of SD per volume.

run label grid dx=dy dz time-steps [s] SD density [cm�3]
blk-coarse 64 ⇥ 64 ⇥100 100m 40m 1.00/0.100 n/a n/a
sdm-coarse-8 64 ⇥ 64 ⇥100 100m 40m 1.00/0.100/0.25/1.0/1.0 2.0⇥10�11

sdm-coarse-32 64 ⇥ 64 ⇥100 100m 40m 1.00/0.100/0.25/1.0/1.0 8.0⇥10�11

sdm-coarse-128 64 ⇥ 64 ⇥100 100m 40m 1.00/0.100/0.25/1.0/1.0 3.2⇥10�10

sdm-coarse-512 64 ⇥ 64 ⇥100 100m 40m 1.00/0.100/0.25/1.0/1.0 1.3⇥10�09

sdm-middle-8 128⇥128⇥200 50m 20m 0.50/0.050/0.25/1.0/1.0 1.6⇥10�10

sdm-middle-32 128⇥128⇥200 50m 20m 0.50/0.050/0.25/1.0/1.0 6.4⇥10�10

sdm-middle-128 128⇥128⇥200 50m 20m 0.50/0.050/0.25/1.0/1.0 2.6⇥10�09

sdm-high-8 256⇥256⇥400 25m 10m 0.25/0.025/0.25/1.0/0.5 1.3⇥10�09

sdm-high-32 256⇥256⇥400 25m 10m 0.20/0.020/0.20/1.0/0.2 5.1⇥10�09
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