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http://pbc.gda.pl/dlibra/docmetadata?id=18434 (+ Google Translate)

... in the atmosphere, nuclei are needed for condensation ... the air contains a lot of
smoke, molecules of acids e.t.c. ... all these are hygroscopic bodies that attract vapour
even when the air is not saturated yet ... everything we have said so far only applies to
to lonely drops, meanwhile, as rightly pointed out by Smoluchowski, usually it is not a
single drop that falls but a whole plenty ... contrast between the sizes of drops, of
which clouds are made up, and the size of raindrops, is so great that the latter, of
course, can not come straight from the condensation, only from the merging of many
small ones droplets ... the drops are all different, one smaller, the other bigger, but
most often drops occur with weight ratios of 1,2,4,8 ... we thus conclude that droplets
most often combine with those of equal size ... we know from hydrodynamics that air
movement in between two balls running in parallel and flying together, is such that the
balls are attracted to each other ... we prefer to keep quiet about the impact of
electricity on the merging of droplets ...

http://pbc.gda.pl/dlibra/docmetadata?id=18434
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plan of the talk
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• MPDATA (Smolarkiewicz ’83 ... Smolarkiewicz et al. 20XX)

• MPDATA goes open source: (Arabas et al. ’14, Jaruga et al. ’15)

• MPDATA meets Black-Scholes (Arabas & Farhat, 2019)

• MPDATA & diffusional growth (with Olesik & Unterstraßer, WIP)
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MPDATA
a.k.a. the Smolarkiewicz method
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Multidimensional Positive Definite Advection Transport Algorithm

Multidimensional:
antidiffusive fluxes include cross-dimensional terms, as
opposed to dimensionally-split schemes
Positive Definite:
sign-preserving + “infinite-gauge formulation for
variable-sign fields
Conservative:
upstream for all iterations ( stability cond.)
High-Order Accurate:
up to 3rd-order in time and space (dep. on options & flow)
Monotonic:
with Flux-Corrected Transport option
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Abstract. This paper accompanies the f rst release of libmp-
data++, a C++ library implementing the multi-dimensional
positive-def nite advection transport algorithm (MPDATA)
on regular structured grid. The library offers basic nu-
merical solvers for systems of generalised transport equa-
tions. The solvers are forward-in-time, conservative and non-
linearly stable. The libmpdata++ library covers the basic
second-order-accurate formulation of MPDATA, its third-
order variant, the inf nite-gauge option for variable-sign
f elds and a f ux-corrected transport extension to guarantee
non-oscillatory solutions. The library is equipped with a non-
symmetric variational elliptic solver for implicit evaluation
of pressure gradient terms. All solvers offer parallelisation
through domain decomposition using shared-memory paral-
lelisation.

The paper describes the library programming interface,
and serves as a user guide. Supported options are illus-
trated with benchmarks discussed in the MPDATA literature.
Benchmark descriptions include code snippets as well as
quantitative representations of simulation results. Examples
of applications include homogeneous transport in one, two
and three dimensions in Cartesian and spherical domains;
a shallow-water system compared with analytical solution
(originally derived for a 2-D case); and a buoyant convec-
tion problem in an incompressible Boussinesq f uid with in-
terfacial instability. All the examples are implemented out
of the library tree. Regardless of the differences in the prob-
lem dimensionality, right-hand-side terms, boundary condi-
tions and parallelisation approach, all the examples use the
same unmodif ed library, which is a key goal of libmpdata++
design. The design, based on the principle of separation of

concerns, prioritises the user and developer productivity. The
libmpdata++ library is implemented in C++, making use of
the Blitz++ multi-dimensional array containers, and is re-
leased as free/libre and open-source software.

1 Introduction

The MPDATA advection scheme introduced in Smo-
larkiewicz (1983) has grown into a family of numeri-
cal algorithms for geosciences and beyond (see for ex-
ample Grabowski and Smolarkiewicz, 2002; Cotter et al.,
2002; Smolarkiewicz and Szmelter, 2009; Ortiz and
Smolarkiewicz, 2009; Hyman et al., 2012; Charbonneau
and Smolarkiewicz, 2013). MPDATA stands for multi-
dimensional positive-def nite advection transport algorithm1.
It is a f nite-difference/f nite-volume algorithm for solving
the generalised transport equation

∂t(Gψ )+∇ · (Guψ ) =GR. (1)

Equation (1) describes the advection of a scalar f eld ψ in
a f ow with velocity u. The f eld R on the right-hand side
(rhs) is a total of source/sink terms. The scalar f eld G can
represent the f uid density, the Jacobian of coordinate trans-
formation or their product and satisf es the equation

∂t(G)+∇ · (Gu) = 0. (2)

1In fact, MPDATA is sign-preserving, rather than merely
positive-def nite, but for historical reasons the name remains un-
changed.

Published by Copernicus Publications on behalf of the European Geosciences Union.
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 1 #include <libmpdata++/solvers/mpdata.hpp>
 2 #include <libmpdata++/concurr/serial.hpp>
 3 #include <libmpdata++/output/gnuplot.hpp>
 4 
 5 int main()
 6 {
 7   namespace lmpdt = libmpdataxx;
 8   const int nx=64, ny=64, nt = 628;
 9 
10   // compile-time parameters
11   struct ct_params_t : lmpdt::ct_params_default_t
12   {
13     using real_t = double;
14     enum { n_dims = 2 };
15     enum { n_eqns = 1 };
16   };
17 
18   // solver choice
19   using run_t = lmpdt::output::gnuplot< lmpdt::solvers::mpdata< ct_params_t >>;
20 
21   // runtime parameters
22   typename run_t::rt_params_t p;
23   p.grid_size = {nx+1, ny+1};
24   p.outfreq = nt/4;
25   p.gnuplot_output = "out_%s_%d.svg";
26   p.gnuplot_with = "lines";
27   p.gnuplot_cbrange = p.gnuplot_zrange = "[0:5]";
28 
29   // sharedmem concurency and boundary condition choice
30   lmpdt::concurr::serial<
31     run_t,
32     lmpdt::bcond::open, lmpdt::bcond::open, // x-left, x-right
33     lmpdt::bcond::open, lmpdt::bcond::open  // y-left, y-right
34   > run(p);
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35 
36   // initial condition
37   {
38     using namespace blitz::tensor;
39     auto psi = run.advectee();
40 
41     const double
42       dt = .1, dx = 1, dy = 1, omega = .1,
43       h = 4., h0 = 1, r = .15 * nx * dx,
44       x0 = .5 * nx * dx, y0 = .75 * ny * dy,
45       xc = .5 * nx * dx, yc = .50 * ny * dy;
46 
47     // cone shape cut at h0
48     psi = blitz::pow(i * dx - x0, 2) +
49           blitz::pow(j * dy - y0, 2);
50 
51     psi = h0 + where(
52       psi - pow(r, 2) <= 0,                // if
53       h - blitz::sqrt(psi / pow(r/h,2)),   // then  
54       0.                                   // else
55     );
56 
57     // constant-angular-velocity rotational field
58     run.advector(0) =  omega * (j * dy - yc) * dt/dx;
59     run.advector(1) = -omega * (i * dx - xc) * dt/dy;
60   }
61 
62   // time stepping
63   run.advance(nt);
64 }
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37   {
38     using namespace blitz::tensor;
39     auto psi = run.advectee();
40 
41     const double
42       dt = .1, dx = 1, dy = 1, omega = .1,
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50 
51     psi = h0 + where(
52       psi - pow(r, 2) <= 0,                // if
53       h - blitz::sqrt(psi / pow(r/h,2)),   // then  
54       0.                                   // else
55     );
56 
57     // constant-angular-velocity rotational field
58     run.advector(0) =  omega * (j * dy - yc) * dt/dx;
59     run.advector(1) = -omega * (i * dx - xc) * dt/dy;
60   }
61 
62   // time stepping
63   run.advance(nt);
64 }

CMakeLists.txt

1 cmake_minimum_required(VERSION 3.0)
2 project(hello_world CXX)
3 find_package(libmpdata++)
4 set(CMAKE_CXX_FLAGS ${libmpdataxx_CXX_FLAGS_RELEASE})
5 add_executable(hello_world hello_world.cpp)
6 target_link_libraries(hello_world ${libmpdataxx_LIBRARIES})
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2c2
< #include <libmpdata++/concurr/serial.hpp>
---
> #include <libmpdata++/concurr/threads.hpp>
30c30
<   lmpdt::concurr::serial<
---
>   lmpdt::concurr::threads<

$ top
...
PID USER PR NI S %CPU %MEM nTH TIME+ COMMAND
21031 slayoo 20 0 R 73.7 0.1 4 0:01.68 hello_worl 90%
...



MPI + threads also 64 LOC!!! (recompilation only)
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$ cmake . -DCMAKE_CXX_COMPILER=mpic++
$ make
$ OMP_NUM_THREADS=2 mpirun -np 2 ./hello_world

$ top
...
PID USER PR NI S %CPU %MEM nTH TIME+ COMMAND
19640 slayoo 20 0 R 65.5 0.3 2 0:00.92 hello_worl 98%
19641 slayoo 20 0 R 64.0 0.3 2 0:00.91 hello_worl 99%
...
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free and open-souce, public repo: github.com/igfuw/libmpdataxx
automated testsuite, continuous integration (Travis)
reusable – API documented in the paper; out-of-tree setups
comprehensive set of MPDATA opts (incl. FCT, infinite-gauge, . . . )
1D, 2D & 3D integration; optional coordinate transformation

four types of solvers:

adv (homogeneous advection)
adv+rhs (+ right-hand-side terms)
adv+rhs+vip (+ prognosed velocity)
adv+rhs+vip+prs (+ elliptic pressure solver)

implemented using Blitz++ (no loops, expression templates)
built-in HDF5/XDMF output
parallelisation: threads + MPI
separation of concerns (numerics / boundary cond. / io / concurrency)
compact C++11 code (O(10) kLOC)
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MPDATA meets Black-Scholes
with Ahmad Farhat (HSBC)



Black-Scholes equation and pricing formulæ
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asset price SDE: dS = S(µdt + σdw)

derivative price: f (S , t)
riskless portfolio (asset + option): Π = −f + ∆tS
no arbitrage (riskless interest rate): dΠ = Πrdt
Itô’s lemma: SDE  PDE

terminal value prob., analytic solutions for vanilla options
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Itô’s lemma: SDE  PDE

terminal value prob., analytic solutions for vanilla options



Black-Scholes equation and pricing formulæ

26/49

asset price SDE: dS = S(µdt + σdw)

derivative price: f (S , t)
riskless portfolio (asset + option): Π = −f + ∆tS
no arbitrage (riskless interest rate): dΠ = Πrdt
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Black-Scholes (”advection-only”) transport problem
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Smolarkiewicz and Szmelter (2005, JCP), Cristiani (2015, JCSMD)
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MPDATA meets Black-Scholes: test case
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terminal value problem

payoff function:
corridor

truncation error est.
(ψa: B-S formula):
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MPDATA & diffusional growth
with Michael Olesik (Jagiellonian) and Simon Unterstraßer (DLR)



what triggered the study
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Morrison et al. 2018 (JAS)

“... MPDG growth produces significant numerical diffusion and
DSD broadening relative to the Lagrangian benchmark and all
of the TH-MOM configurations”



more on MPDATA for condensational growth
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Smolarkiewicz 1984 (sec. 5.1 “Divergent Flow Field”)

“On the other hand when the velocity is strongly convergent,
application of Eq. (38) to the problem of the evolution of the
droplet size distribution due to the evaporation-condensation
process improves the results (William Hall, personal
communication)”

Tsang & Korgaonkar 1987

“novel numerical scheme is devised for the solution of evaporation
of aerosol clouds. This scheme combines the salient features of
the Galerkin Finite Element Method and the positive definite
method of Smolarkiewicz”



more on MPDATA for condensational growth
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Tsang and Rao 1988

“Smolarkiewicz method provides a much narrower size
distribution than upwind differencing and the sectional method,
its prediction of mass concentration is worse than upwind
differencing and the sectional method”

Williams & Loyalka 1991

“Smolarkiewicz studied the problem of advection in fluid flows but
his method applies directly to the problem of aerosol growth”

Kostoglou and Karabelas 1995

“A finite difference type of technique proposed by Smolarkiewicz
(1983) for fluid flows is not compared with other methods here,
even though it appears to reduce errors in size computations”



test case: East 1957, Fig. 3
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test case: setup & analytic solution
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initial spectrum (East & Marshall 1954)

n0(r) = lognormal(r)/r

drop growth (i.e., velocity field)

dr/dt = ξ(S − 1)/r  divergent

analytic solution (Rogers & Yau)

r ′(r , t) =
√

r2 − 2ξ(S − 1)t
n(r , t) = n0(r ′) · r/r ′

integration parameters

∆t = 0.5s
r ∈ (1...25)µm
nx = 64 (linear, log-linear or r2-linear)
nt: two-, four- & tenfold increase in water content
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test case: results with linear grid
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test case: results with log-linear grid

39/49



test case: results with r 2-linear grid
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MPDATA variants (structured grid, homogeneous prob.)
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basic (+iterations): Smolarkiewicz 1983

coordinate transformation: Smolarkiewicz and Clark 1986,
Smolarkiewicz and Margolin 1993

divergent flow corrections: Smolarkiewicz 1984

infinite-gauge variant: Smolarkiewicz 2006

flux-corrected transport: Smolarkiewicz and Grabowski 1990

third-order terms: Smolarkiewicz and Margolin 1998

...

fully third-order variant: Waruszewski et al. 2018
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doi:10.5194/gmd-12-2215-2019

„everything required to run the experiment must be provided,
apart from the model itself”

„ensure that there is no manual processing of the data:
models are run by a script, and all pre- and post-processing is scripted”

„All figures and tables must be scientifically reproducible from the scripts”

„It is the opinion of the GMD editors that if the code is not ready,
then neither is the manuscript”

„During the review process, the ease of model download, compilation,
and running of test cases may be assessed”
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