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lacustrine and terrestrial ecosystems with insufficient buffering
capacity. These concerns helped establish SO2 as one of the primary
‘criteria pollutants’ that was regulated in the Clean Air Act and its
amendments. The primary anthropogenic sources are from fuel and
coal combustion, and the smelting of metallic ores, especially in
industrial copper production. In part due to successful abatement of
the acid rain problem in the American Northeast (Saltman, 2005)
and Northern Europe, and because of the rise of climate change as
the preeminent environmental concern, focus on the sulfur cycle
has shifted towards its influence on the Earth’s radiative balance via
sulfate aerosols.

Sulfur is mostly emitted into the atmosphere in a reduced form
such as DMS and H2S (biogenic) or in a partially oxidized state
such as SO2 (anthropogenic and volcanic), and is efficiently
oxidized to SO4

2! in a matter of days in either the gas phase or in
cloud or aerosol solutions. Most of the environmental impacts are
concerned with this final product of atmospheric oxidation:
sulfate. Because the vapor pressure of H2SO4 is relatively low,
most atmospheric sulfate ultimately resides in aerosol phases –
partially crystalline and/or concentrated droplets. Forecasts of
the ultimate impacts of sulfur emissions therefore rely on accu-
rate quantification of the multiphase, branched processes that
oxidize sulfur in the atmosphere. These processes are outlined in
the cartoon of Fig. 1, but their relative rates are strongly depen-
dent on the meteorological setting and many aspects of this
overall process are still highly uncertain. Fig. 1 attempts to crudely
encapsulate the best estimates of the branching ratio of the main
processes along with a rough estimate of the expected error.
Because of the relatively high solubility of SO2, its oxidation is
complex, as it is known to stick to surfaces (dry deposition), react
with OH directly in the gas phase, and be taken up and processed
(aqueous phase oxidation) or delivered back to the surface in
dilute solutions of rainwater (wet deposition). Identification of
the best physical description of these processes and the primary
sources of uncertainties in their parameterization are the main
objectives of this scientific review.

2. Overview of global sulfur cycle

2.1. Radiative forcing of sulfate and other environmental effects

A recent review by Haywood and Boucher (2000) estimated
the direct radiative forcing (RF) of sulfate aerosols to range
between !0.26 and !0.82 W m!2, and the IPCC Fourth Assess-
ment Report (Forster et al., 2007) has come down on a value of
!0.40 " 0.20 W m!2 (the negative sign indicates a net cooling of
the Earth’s climate). Approximately one-half to two-thirds of that
effect is attributable to anthropogenic sulfur. The best estimate of
climate forcing from the cloud albedo effect is reported to be
!0.7 W m!2, with a 90% confidence interval from !0.3 to
!1.8 W m!2 (Solomon et al., 2007). The level of scientific under-
standing is a way that the IPCC attempts to quantify uncertainties
in its conclusions, and assigns a level of medium-to-low for the
direct effect, and low for the cloud albedo effect. These correspond
to roughly a 2–4 chance in 10 of being correct. For reference, the
RF from CO2 is estimated with a high level of certainty (chance of 8
in 10) at 1.7 W m!2. The aerosol climate forcing remains
a substantially large uncertainty in our understanding of the Earth
system; however, it is known with a fair degree of confidence that
the presence of sulfate aerosols is responsible for globally aver-
aged temperatures being lower than expected from greenhouse
gas (GHG) concentrations alone (Denman et al., 2007). Unlike
long-lived, and thus well-mixed, GHGs though, aerosols are
distinctly regional in nature because they are effectively scrubbed
from the atmosphere on synoptic time scales. It turns out that
such rapid and localized removal processes are also responsible
for the high degree of uncertainty in modeling the sulfur cycle.

Many epidemiological studies have shown premature death and
respiratory illness are statistically associated with exposure to
particulate matter < 2.5 mm (PM2.5) in diameter. Although sulfate
and associated aerosol acidity have been implicated as harmful
agents in many such studies, untangling the interrelated causality
web can be extremely difficult and contradictory conclusions can

Fig. 1. Schematic representation of important processes influencing the sulfur cycle in the marine atmospheric boundary layer. Chemical conversion fractions are means and
standard deviations (of the mean) of the sulfur models reviewed f(RH) signifies a functional dependence on relative humidity.

I. Faloona / Atmospheric Environment 43 (2009) 2841–28542842

Fig 1 from Faloona 2009: important processes 
in the marine BL affecting the sulfur cycle
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partially crystalline and/or concentrated droplets. Forecasts of
the ultimate impacts of sulfur emissions therefore rely on accu-
rate quantification of the multiphase, branched processes that
oxidize sulfur in the atmosphere. These processes are outlined in
the cartoon of Fig. 1, but their relative rates are strongly depen-
dent on the meteorological setting and many aspects of this
overall process are still highly uncertain. Fig. 1 attempts to crudely
encapsulate the best estimates of the branching ratio of the main
processes along with a rough estimate of the expected error.
Because of the relatively high solubility of SO2, its oxidation is
complex, as it is known to stick to surfaces (dry deposition), react
with OH directly in the gas phase, and be taken up and processed
(aqueous phase oxidation) or delivered back to the surface in
dilute solutions of rainwater (wet deposition). Identification of
the best physical description of these processes and the primary
sources of uncertainties in their parameterization are the main
objectives of this scientific review.

2. Overview of global sulfur cycle

2.1. Radiative forcing of sulfate and other environmental effects

A recent review by Haywood and Boucher (2000) estimated
the direct radiative forcing (RF) of sulfate aerosols to range
between !0.26 and !0.82 W m!2, and the IPCC Fourth Assess-
ment Report (Forster et al., 2007) has come down on a value of
!0.40 " 0.20 W m!2 (the negative sign indicates a net cooling of
the Earth’s climate). Approximately one-half to two-thirds of that
effect is attributable to anthropogenic sulfur. The best estimate of
climate forcing from the cloud albedo effect is reported to be
!0.7 W m!2, with a 90% confidence interval from !0.3 to
!1.8 W m!2 (Solomon et al., 2007). The level of scientific under-
standing is a way that the IPCC attempts to quantify uncertainties
in its conclusions, and assigns a level of medium-to-low for the
direct effect, and low for the cloud albedo effect. These correspond
to roughly a 2–4 chance in 10 of being correct. For reference, the
RF from CO2 is estimated with a high level of certainty (chance of 8
in 10) at 1.7 W m!2. The aerosol climate forcing remains
a substantially large uncertainty in our understanding of the Earth
system; however, it is known with a fair degree of confidence that
the presence of sulfate aerosols is responsible for globally aver-
aged temperatures being lower than expected from greenhouse
gas (GHG) concentrations alone (Denman et al., 2007). Unlike
long-lived, and thus well-mixed, GHGs though, aerosols are
distinctly regional in nature because they are effectively scrubbed
from the atmosphere on synoptic time scales. It turns out that
such rapid and localized removal processes are also responsible
for the high degree of uncertainty in modeling the sulfur cycle.

Many epidemiological studies have shown premature death and
respiratory illness are statistically associated with exposure to
particulate matter < 2.5 mm (PM2.5) in diameter. Although sulfate
and associated aerosol acidity have been implicated as harmful
agents in many such studies, untangling the interrelated causality
web can be extremely difficult and contradictory conclusions can

Fig. 1. Schematic representation of important processes influencing the sulfur cycle in the marine atmospheric boundary layer. Chemical conversion fractions are means and
standard deviations (of the mean) of the sulfur models reviewed f(RH) signifies a functional dependence on relative humidity.

I. Faloona / Atmospheric Environment 43 (2009) 2841–28542842

Fig 1 from Faloona 2009: important processes 
in the marine BL affecting the sulfur cycle

(~50%> antropogenic)

617

Clouds and Aerosols Chapter 7

7

chemistry–climate models found an RF range of –0.41 to –0.03 W m–2 
over 1850–2000. Some of the models with strong RF did not exhibit 
obvious biases, whereas others did (Shindell et al., 2013). These sets of 
estimates are in good agreement with earlier estimates (e.g., Adams et 
al., 2001; Bauer et al., 2007; Myhre et al., 2009). Our assessment of the 
RFari from nitrate aerosol is –0.11 (–0.3 to –0.03) W m–2. This is based 
on AeroCom II with an increased lower bound. 

Anthropogenic sources of mineral aerosols can result from changes in 
land use and water use or climate change. Estimates of the RF from 
anthropogenic mineral aerosols are highly uncertain, because natural 
and anthropogenic sources of mineral aerosols are often located close 
to each other (Mahowald et al., 2009; Ginoux et al., 2012b). Using 
a compilation of observations of dust records over the 20th century 
with model simulations, Mahowald et al. (2010) deduced a 1750–2000 
change in mineral aerosol RFari including both natural and anthropo-
genic changes of –0.14 ± 0.11 W m–2. This is consistent within the AR4 
estimate of –0.1 ± 0.2 W m–2 (Forster et al., 2007) which is retained 
here. Note that part of the dust RF could be due to feedback processes 
(see Section 7.3.5).

Overall the species breakdown of RFari is less certain than the total 
RFari. Fossil fuel and biofuel emissions contribute to RFari via sulphate 
aerosol –0.4 (–0.6 to –0.2) W m–2; black carbon aerosol +0.4 (+0.05 to 
+0.8) W m–2; and primary and secondary organic aerosol –0.12 (–0.4 
to +0.1) W m–2 (adding uncertainties in quadrature). Additional RFari 
contributions are via biomass burning emissions, where black carbon 
and organic aerosol changes offset each other to give an estimate of 
+0.0 (–0.2 to +0.2) W m–2; nitrate aerosol –0.11 (–0.3 to –0.03) W 
m–2; and a contribution from mineral dust of –0.1 (–0.3 to +0.1) W m–2 
that may not be entirely anthropogenic in origin. The sum of the RFari 
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Figure 7.18 |  Annual mean top of the atmosphere radiative forcing due to aerosol–
radiation interactions (RFari, in W m–2) due to different anthropogenic aerosol types, 
for the 1750–2010 period. Hatched whisker boxes show median (line), 5th to 95th 
percentile ranges (box) and min/max values (whiskers) from AeroCom II models (Myhre 
et al., 2013) corrected for the 1750–2010 period. Solid coloured boxes show the AR5 
best estimates and 90% uncertainty ranges. BC FF is for black carbon from fossil fuel 
and biofuel, POA FF is for primary organic aerosol from fossil fuel and biofuel, BB is for 
biomass burning aerosols and SOA is for secondary organic aerosols.

from these species agrees with, but is slightly weaker than, the best 
estimate of the better-constrained total RFari.

7.5.2.3 Absorbing Aerosol on Snow and Sea Ice

Forster et al. (2007) estimated the RF for surface albedo changes from 
BC deposited on snow to be +0.10 ± 0.10 W m–2, with a low level of 
understanding, based largely on studies from Hansen and Nazarenko 
(2004) and Jacobson (2004). Since AR4, observations of BC in snow 
have been conducted using several different measurement techniques 
(e.g., McConnell et al., 2007; Forsström et al., 2009; Ming et al., 2009; 
Xu et al., 2009; Doherty et al., 2010; Huang et al., 2011; Kaspari et 
al., 2011), providing data with which to constrain models. Laboratory 
measurements have confirmed the albedo reduction due to BC in snow 
(Hadley and Kirchstetter, 2012). The albedo effects of non-BC constitu-
ents have also been investigated but not rigorously quantified. Remote 
sensing can inform on snow impurity content in some highly polluted 
regions. However, it cannot be used to infer global anthropogenic RF 
because of numerous detection challenges (Warren, 2013).

Global modelling studies since AR4 have quantified present-day radi-
ative effects from BC on snow of +0.01 to +0.08 W m–2 (Flanner et al., 
2007, 2009; Hansen et al., 2007; Koch et al., 2009a; Rypdal et al., 2009; 
Skeie et al., 2011; Wang et al., 2011c; Lee et al., 2013). These studies 
apply different BC emission inventories and atmospheric aerosol rep-
resentations, include forcing from different combinations of terrestrial 
snow, sea ice, and snow on sea ice, and some include different rapid 
adjustment effects such as snow grain size evolution and melt-induced 
accumulation of impurities at the snow surface, observed on Tibetan 
glaciers (Xu et al., 2012) and in Arctic snow (Doherty et al., 2013). The 
forcing operates mostly on terrestrial snow and is largest during March 
to May, when boreal snow and ice are exposed to strong insolation 
(Flanner et al., 2007).

All climate modelling studies find that the Arctic warms in response 
to snow and sea ice forcing. In addition, estimates of the change in 
global mean surface temperature per unit forcing are 1.7 to 4.5 times 
greater for snow and sea ice forcing than for CO2 forcing (Hansen and 
Nazarenko, 2004; Hansen et al., 2005; Flanner et al., 2007; Flanner et 
al., 2009; Bellouin and Boucher, 2010). The Koch et al. (2009a) estimate 
is not included in this range owing to the lack of a clear signal in their 
study. The greater response of global mean temperature occurs primar-
ily because all of the forcing energy is deposited directly into the cry-
osphere, whose evolution drives a positive albedo feedback on climate. 
Key sources of forcing uncertainty include BC concentrations in snow 
and ice, BC mixing state and optical properties, snow and ice coverage 
and patchiness, co-presence of other light-absorbing particles in the 
snow pack, snow effective grain size and its influence on albedo per-
turbation, the masking of snow surfaces by clouds and vegetation and 
the accumulation of BC at the top of snowpack caused by melting and 
sublimation. Bond et al. (2013) derive a 1750–2010 snow and sea ice 
RF estimate of +0.046 (+0.015 to +0.094) W m–2 for BC by (1) consid-
ering forcing ranges from all relevant global studies, (2) accounting for 
biases caused by (a) modelled Arctic BC-in-snow concentrations using 
measurements from Doherty et al. (2010), and (b) excluding mineral 
dust, which reduces BC forcing by approximately 20%, (3) combining 
in quadrature individual uncertainty terms from Flanner et al. (2007) 
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lacustrine and terrestrial ecosystems with insufficient buffering
capacity. These concerns helped establish SO2 as one of the primary
‘criteria pollutants’ that was regulated in the Clean Air Act and its
amendments. The primary anthropogenic sources are from fuel and
coal combustion, and the smelting of metallic ores, especially in
industrial copper production. In part due to successful abatement of
the acid rain problem in the American Northeast (Saltman, 2005)
and Northern Europe, and because of the rise of climate change as
the preeminent environmental concern, focus on the sulfur cycle
has shifted towards its influence on the Earth’s radiative balance via
sulfate aerosols.

Sulfur is mostly emitted into the atmosphere in a reduced form
such as DMS and H2S (biogenic) or in a partially oxidized state
such as SO2 (anthropogenic and volcanic), and is efficiently
oxidized to SO4

2! in a matter of days in either the gas phase or in
cloud or aerosol solutions. Most of the environmental impacts are
concerned with this final product of atmospheric oxidation:
sulfate. Because the vapor pressure of H2SO4 is relatively low,
most atmospheric sulfate ultimately resides in aerosol phases –
partially crystalline and/or concentrated droplets. Forecasts of
the ultimate impacts of sulfur emissions therefore rely on accu-
rate quantification of the multiphase, branched processes that
oxidize sulfur in the atmosphere. These processes are outlined in
the cartoon of Fig. 1, but their relative rates are strongly depen-
dent on the meteorological setting and many aspects of this
overall process are still highly uncertain. Fig. 1 attempts to crudely
encapsulate the best estimates of the branching ratio of the main
processes along with a rough estimate of the expected error.
Because of the relatively high solubility of SO2, its oxidation is
complex, as it is known to stick to surfaces (dry deposition), react
with OH directly in the gas phase, and be taken up and processed
(aqueous phase oxidation) or delivered back to the surface in
dilute solutions of rainwater (wet deposition). Identification of
the best physical description of these processes and the primary
sources of uncertainties in their parameterization are the main
objectives of this scientific review.

2. Overview of global sulfur cycle

2.1. Radiative forcing of sulfate and other environmental effects

A recent review by Haywood and Boucher (2000) estimated
the direct radiative forcing (RF) of sulfate aerosols to range
between !0.26 and !0.82 W m!2, and the IPCC Fourth Assess-
ment Report (Forster et al., 2007) has come down on a value of
!0.40 " 0.20 W m!2 (the negative sign indicates a net cooling of
the Earth’s climate). Approximately one-half to two-thirds of that
effect is attributable to anthropogenic sulfur. The best estimate of
climate forcing from the cloud albedo effect is reported to be
!0.7 W m!2, with a 90% confidence interval from !0.3 to
!1.8 W m!2 (Solomon et al., 2007). The level of scientific under-
standing is a way that the IPCC attempts to quantify uncertainties
in its conclusions, and assigns a level of medium-to-low for the
direct effect, and low for the cloud albedo effect. These correspond
to roughly a 2–4 chance in 10 of being correct. For reference, the
RF from CO2 is estimated with a high level of certainty (chance of 8
in 10) at 1.7 W m!2. The aerosol climate forcing remains
a substantially large uncertainty in our understanding of the Earth
system; however, it is known with a fair degree of confidence that
the presence of sulfate aerosols is responsible for globally aver-
aged temperatures being lower than expected from greenhouse
gas (GHG) concentrations alone (Denman et al., 2007). Unlike
long-lived, and thus well-mixed, GHGs though, aerosols are
distinctly regional in nature because they are effectively scrubbed
from the atmosphere on synoptic time scales. It turns out that
such rapid and localized removal processes are also responsible
for the high degree of uncertainty in modeling the sulfur cycle.

Many epidemiological studies have shown premature death and
respiratory illness are statistically associated with exposure to
particulate matter < 2.5 mm (PM2.5) in diameter. Although sulfate
and associated aerosol acidity have been implicated as harmful
agents in many such studies, untangling the interrelated causality
web can be extremely difficult and contradictory conclusions can

Fig. 1. Schematic representation of important processes influencing the sulfur cycle in the marine atmospheric boundary layer. Chemical conversion fractions are means and
standard deviations (of the mean) of the sulfur models reviewed f(RH) signifies a functional dependence on relative humidity.
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chemistry–climate models found an RF range of –0.41 to –0.03 W m–2 
over 1850–2000. Some of the models with strong RF did not exhibit 
obvious biases, whereas others did (Shindell et al., 2013). These sets of 
estimates are in good agreement with earlier estimates (e.g., Adams et 
al., 2001; Bauer et al., 2007; Myhre et al., 2009). Our assessment of the 
RFari from nitrate aerosol is –0.11 (–0.3 to –0.03) W m–2. This is based 
on AeroCom II with an increased lower bound. 

Anthropogenic sources of mineral aerosols can result from changes in 
land use and water use or climate change. Estimates of the RF from 
anthropogenic mineral aerosols are highly uncertain, because natural 
and anthropogenic sources of mineral aerosols are often located close 
to each other (Mahowald et al., 2009; Ginoux et al., 2012b). Using 
a compilation of observations of dust records over the 20th century 
with model simulations, Mahowald et al. (2010) deduced a 1750–2000 
change in mineral aerosol RFari including both natural and anthropo-
genic changes of –0.14 ± 0.11 W m–2. This is consistent within the AR4 
estimate of –0.1 ± 0.2 W m–2 (Forster et al., 2007) which is retained 
here. Note that part of the dust RF could be due to feedback processes 
(see Section 7.3.5).

Overall the species breakdown of RFari is less certain than the total 
RFari. Fossil fuel and biofuel emissions contribute to RFari via sulphate 
aerosol –0.4 (–0.6 to –0.2) W m–2; black carbon aerosol +0.4 (+0.05 to 
+0.8) W m–2; and primary and secondary organic aerosol –0.12 (–0.4 
to +0.1) W m–2 (adding uncertainties in quadrature). Additional RFari 
contributions are via biomass burning emissions, where black carbon 
and organic aerosol changes offset each other to give an estimate of 
+0.0 (–0.2 to +0.2) W m–2; nitrate aerosol –0.11 (–0.3 to –0.03) W 
m–2; and a contribution from mineral dust of –0.1 (–0.3 to +0.1) W m–2 
that may not be entirely anthropogenic in origin. The sum of the RFari 
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Figure 7.18 |  Annual mean top of the atmosphere radiative forcing due to aerosol–
radiation interactions (RFari, in W m–2) due to different anthropogenic aerosol types, 
for the 1750–2010 period. Hatched whisker boxes show median (line), 5th to 95th 
percentile ranges (box) and min/max values (whiskers) from AeroCom II models (Myhre 
et al., 2013) corrected for the 1750–2010 period. Solid coloured boxes show the AR5 
best estimates and 90% uncertainty ranges. BC FF is for black carbon from fossil fuel 
and biofuel, POA FF is for primary organic aerosol from fossil fuel and biofuel, BB is for 
biomass burning aerosols and SOA is for secondary organic aerosols.

from these species agrees with, but is slightly weaker than, the best 
estimate of the better-constrained total RFari.

7.5.2.3 Absorbing Aerosol on Snow and Sea Ice

Forster et al. (2007) estimated the RF for surface albedo changes from 
BC deposited on snow to be +0.10 ± 0.10 W m–2, with a low level of 
understanding, based largely on studies from Hansen and Nazarenko 
(2004) and Jacobson (2004). Since AR4, observations of BC in snow 
have been conducted using several different measurement techniques 
(e.g., McConnell et al., 2007; Forsström et al., 2009; Ming et al., 2009; 
Xu et al., 2009; Doherty et al., 2010; Huang et al., 2011; Kaspari et 
al., 2011), providing data with which to constrain models. Laboratory 
measurements have confirmed the albedo reduction due to BC in snow 
(Hadley and Kirchstetter, 2012). The albedo effects of non-BC constitu-
ents have also been investigated but not rigorously quantified. Remote 
sensing can inform on snow impurity content in some highly polluted 
regions. However, it cannot be used to infer global anthropogenic RF 
because of numerous detection challenges (Warren, 2013).

Global modelling studies since AR4 have quantified present-day radi-
ative effects from BC on snow of +0.01 to +0.08 W m–2 (Flanner et al., 
2007, 2009; Hansen et al., 2007; Koch et al., 2009a; Rypdal et al., 2009; 
Skeie et al., 2011; Wang et al., 2011c; Lee et al., 2013). These studies 
apply different BC emission inventories and atmospheric aerosol rep-
resentations, include forcing from different combinations of terrestrial 
snow, sea ice, and snow on sea ice, and some include different rapid 
adjustment effects such as snow grain size evolution and melt-induced 
accumulation of impurities at the snow surface, observed on Tibetan 
glaciers (Xu et al., 2012) and in Arctic snow (Doherty et al., 2013). The 
forcing operates mostly on terrestrial snow and is largest during March 
to May, when boreal snow and ice are exposed to strong insolation 
(Flanner et al., 2007).

All climate modelling studies find that the Arctic warms in response 
to snow and sea ice forcing. In addition, estimates of the change in 
global mean surface temperature per unit forcing are 1.7 to 4.5 times 
greater for snow and sea ice forcing than for CO2 forcing (Hansen and 
Nazarenko, 2004; Hansen et al., 2005; Flanner et al., 2007; Flanner et 
al., 2009; Bellouin and Boucher, 2010). The Koch et al. (2009a) estimate 
is not included in this range owing to the lack of a clear signal in their 
study. The greater response of global mean temperature occurs primar-
ily because all of the forcing energy is deposited directly into the cry-
osphere, whose evolution drives a positive albedo feedback on climate. 
Key sources of forcing uncertainty include BC concentrations in snow 
and ice, BC mixing state and optical properties, snow and ice coverage 
and patchiness, co-presence of other light-absorbing particles in the 
snow pack, snow effective grain size and its influence on albedo per-
turbation, the masking of snow surfaces by clouds and vegetation and 
the accumulation of BC at the top of snowpack caused by melting and 
sublimation. Bond et al. (2013) derive a 1750–2010 snow and sea ice 
RF estimate of +0.046 (+0.015 to +0.094) W m–2 for BC by (1) consid-
ering forcing ranges from all relevant global studies, (2) accounting for 
biases caused by (a) modelled Arctic BC-in-snow concentrations using 
measurements from Doherty et al. (2010), and (b) excluding mineral 
dust, which reduces BC forcing by approximately 20%, (3) combining 
in quadrature individual uncertainty terms from Flanner et al. (2007) 
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Effective Radiative Forcing (ERFari+aci) W/m2:

- —0.9  (—1.9, —0.1) our best knowledge


CMIP ACCMIP multi model mean W/m2:

- —1.08    from anthropogenic aerosols

- —0.89   from sulfate aerosols only
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that the total oxidation rate (0.074 h!1) is strongly dominated by
the coarse (sea salt) mode aerosols of near-neutral pH. Running the
same model with the pH of the supermicron aerosols reaching only
6 (not shown), yields an overall rate mostly limited by the H2O2
oxidation, and lower than that shown in Fig. 4 by nearly two orders
of magnitude (0.001 h!1). This subtle change in supermicron
aerosol pH then shifts the resultant heterogeneous chemical life-
time of SO2 in the marine boundary layer from half a day to over
a month, meaning that in order for S(IV) oxidation on marine
aerosols to be significant, the pH of sea-salt aerosols must remain
well above 6. Because the pH dependence of the partioning of SO2
to the aerosol phase and the H2O2 oxidation nearly balance as
discussed earlier, the total heterogeneous reaction rates are very
insensitive to the pH of the aerosols below pH w6, but are 5–10
times slower than homogeneous reaction with OH (a diurnal mean
of 2 " 106 molecules cm!3 is used here).

The oxidation of S(IV) by shallow marine cloud droplets was also
investigated using the same methods of mass-transfer and reac-
tivity with dissolved H2O2 and O3. Fig. 3 shows the log-normal
droplet size distribution, gleaned from an overview by Miles et al.
(2000) of low-level stratiform clouds, that was further incorporated
into the model. The assembled measurements of cloud water pH
from marine stratocumulus environments assembled in Table 3
show surprisingly little spread, and the variations in cloud observed
by Straub et al. (2007) indicate that differences may be mostly
controlled by liquid water content. In the case of cloud water the pH
does increase with LWC as expected by direct dilution of hydronium
ions. Cloud droplets are not subject to the previously discussed pH
reduction with increased relative humidity, and consequent size
swelling, as aerosols are. The 3–4 orders of magnitude larger LWC in
clouds substantially draw down HCl, and any other acid vapors
present, preventing their redistribution throughout the aerosol
modes. In fact, the uniformly low (3–5) cloud pH observations
compiled in Table 3 are most likely due not only to the dissolution of
acidic CCN, but also to the effective scavenging of acidic gases such
as HCl, H2SO4, and HNO3 by cloud water.

In order to reveal the pH dependence of the overall oxidation
rate of SO2 in generally clean marine environments, Fig. 5 shows

the integrated rates of various components as a function of pH for
the aerosol and cloud conditions described herein. The thick solid
line is the in cloud oxidation rate which is nearly three orders of
magnitude larger than the overall aerosol oxidation rate (solid
line with dots) due to the increased reaction volume available in-
cloud droplets. It is clear that the presence of clouds is a strong
determinant of the overall oxidation of SO2 in the MBL, and not
until pHs in excess of 6 or less than 1 does the acidity of the
particle or droplet influence the oxidation. Furthermore, above
a pH of 7–7.5 the reactivity is limited by mass-transfer of SO2 to
the condensed phase, rendering further alkalinity ineffective
except insofar as it may prolong acidification. Fig. 5 also shows
that at aerosol pHs between 2 and 6, the homogeneous oxidation
of SO2 by OH outpaces heterogeneous processes in aerosols by
about a factor of five.

3.3.3. Dry deposition
Table 1 indicates that the dry deposition of SO2 to the Earth’s

surface makes up about one-quarter to one-third of that species’
total budget. The model diversity of this process is between 10 and
11 Tg Sa!1, approximately 10% of the budget, making dry deposition
of SO2 one of the three main sources of scatter in models of the
global sulfur cycle. Until very recently, the fluxes of SO2 over water
have not been directly observable, and the estimation of this
process rate is mostly accomplished with standard micrometeo-
rological methods (Wesely, 1989; Ganzeveld and Lelieveld, 1995).
Because of the large partitioning of dissolved SO2 into bisulfite (A2)
in the high pH of seawater (the effective Henry’s Law coefficient is
about 3 " 107 M atm!1) its solubility presents a negligible resis-
tance to uptake. Its dry deposition is therefore limited primarily by
the turbulent transfer of the atmospheric flow in the surface layer.
Virtually all global chemical models tend to use the methods of
Wesely (1989), and report deposition velocities varying between
0.3 and 2.0 cm s!1 over the oceans depending on surface wind
speed and stability. While some models have reported using stan-
dard average rates over the ocean of 0.8 or 0.9 (Feichter et al., 1996;
Karl et al., 2007), more specific estimates based on chemical
budgets or airborne eddy covariance indicate more realistic values
of 0.2–0.5 cm s!1 (Davis et al., 1999; Thornton et al., 2002).

Fig. 4. Logarithmic size distribution of the three main processes in hetereogeneous S
oxidation: mass-transfer to the aerosol surface (dotted line), reaction with hydrogen
peroxide (dashed-dot line), and reaction with ozone (dot-solid line). The overall
reaction rate distribution is also shown (thick solid line). The parent aerosol distri-
bution is shown in Fig. 3 assuming pH ¼ 1 for the submicron aerosols, and pH ¼ 7 for
the supermicron mode. The integrated reaction rate of S(IV) oxidation for this case is
0.074 h!1.

Fig. 5. pH dependence of the various S oxidation pathways in the marine boundary layer.
Homogeneous oxidation is calculated with an average [OH] ¼ 2 " 106 molecules cm!3,
and the hetereogeneous rates are for gas phase [O3] ¼ 25 ppbv, [H2O2] ¼ 1 ppbv, total
aerosol volume concentration of 6.8 " 10!11, and a mean stratocumulus liquid water
content of 0.16 g m!3 filling the top third of the MBL.
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that the total oxidation rate (0.074 h!1) is strongly dominated by
the coarse (sea salt) mode aerosols of near-neutral pH. Running the
same model with the pH of the supermicron aerosols reaching only
6 (not shown), yields an overall rate mostly limited by the H2O2
oxidation, and lower than that shown in Fig. 4 by nearly two orders
of magnitude (0.001 h!1). This subtle change in supermicron
aerosol pH then shifts the resultant heterogeneous chemical life-
time of SO2 in the marine boundary layer from half a day to over
a month, meaning that in order for S(IV) oxidation on marine
aerosols to be significant, the pH of sea-salt aerosols must remain
well above 6. Because the pH dependence of the partioning of SO2
to the aerosol phase and the H2O2 oxidation nearly balance as
discussed earlier, the total heterogeneous reaction rates are very
insensitive to the pH of the aerosols below pH w6, but are 5–10
times slower than homogeneous reaction with OH (a diurnal mean
of 2 " 106 molecules cm!3 is used here).

The oxidation of S(IV) by shallow marine cloud droplets was also
investigated using the same methods of mass-transfer and reac-
tivity with dissolved H2O2 and O3. Fig. 3 shows the log-normal
droplet size distribution, gleaned from an overview by Miles et al.
(2000) of low-level stratiform clouds, that was further incorporated
into the model. The assembled measurements of cloud water pH
from marine stratocumulus environments assembled in Table 3
show surprisingly little spread, and the variations in cloud observed
by Straub et al. (2007) indicate that differences may be mostly
controlled by liquid water content. In the case of cloud water the pH
does increase with LWC as expected by direct dilution of hydronium
ions. Cloud droplets are not subject to the previously discussed pH
reduction with increased relative humidity, and consequent size
swelling, as aerosols are. The 3–4 orders of magnitude larger LWC in
clouds substantially draw down HCl, and any other acid vapors
present, preventing their redistribution throughout the aerosol
modes. In fact, the uniformly low (3–5) cloud pH observations
compiled in Table 3 are most likely due not only to the dissolution of
acidic CCN, but also to the effective scavenging of acidic gases such
as HCl, H2SO4, and HNO3 by cloud water.

In order to reveal the pH dependence of the overall oxidation
rate of SO2 in generally clean marine environments, Fig. 5 shows

the integrated rates of various components as a function of pH for
the aerosol and cloud conditions described herein. The thick solid
line is the in cloud oxidation rate which is nearly three orders of
magnitude larger than the overall aerosol oxidation rate (solid
line with dots) due to the increased reaction volume available in-
cloud droplets. It is clear that the presence of clouds is a strong
determinant of the overall oxidation of SO2 in the MBL, and not
until pHs in excess of 6 or less than 1 does the acidity of the
particle or droplet influence the oxidation. Furthermore, above
a pH of 7–7.5 the reactivity is limited by mass-transfer of SO2 to
the condensed phase, rendering further alkalinity ineffective
except insofar as it may prolong acidification. Fig. 5 also shows
that at aerosol pHs between 2 and 6, the homogeneous oxidation
of SO2 by OH outpaces heterogeneous processes in aerosols by
about a factor of five.

3.3.3. Dry deposition
Table 1 indicates that the dry deposition of SO2 to the Earth’s

surface makes up about one-quarter to one-third of that species’
total budget. The model diversity of this process is between 10 and
11 Tg Sa!1, approximately 10% of the budget, making dry deposition
of SO2 one of the three main sources of scatter in models of the
global sulfur cycle. Until very recently, the fluxes of SO2 over water
have not been directly observable, and the estimation of this
process rate is mostly accomplished with standard micrometeo-
rological methods (Wesely, 1989; Ganzeveld and Lelieveld, 1995).
Because of the large partitioning of dissolved SO2 into bisulfite (A2)
in the high pH of seawater (the effective Henry’s Law coefficient is
about 3 " 107 M atm!1) its solubility presents a negligible resis-
tance to uptake. Its dry deposition is therefore limited primarily by
the turbulent transfer of the atmospheric flow in the surface layer.
Virtually all global chemical models tend to use the methods of
Wesely (1989), and report deposition velocities varying between
0.3 and 2.0 cm s!1 over the oceans depending on surface wind
speed and stability. While some models have reported using stan-
dard average rates over the ocean of 0.8 or 0.9 (Feichter et al., 1996;
Karl et al., 2007), more specific estimates based on chemical
budgets or airborne eddy covariance indicate more realistic values
of 0.2–0.5 cm s!1 (Davis et al., 1999; Thornton et al., 2002).

Fig. 4. Logarithmic size distribution of the three main processes in hetereogeneous S
oxidation: mass-transfer to the aerosol surface (dotted line), reaction with hydrogen
peroxide (dashed-dot line), and reaction with ozone (dot-solid line). The overall
reaction rate distribution is also shown (thick solid line). The parent aerosol distri-
bution is shown in Fig. 3 assuming pH ¼ 1 for the submicron aerosols, and pH ¼ 7 for
the supermicron mode. The integrated reaction rate of S(IV) oxidation for this case is
0.074 h!1.

Fig. 5. pH dependence of the various S oxidation pathways in the marine boundary layer.
Homogeneous oxidation is calculated with an average [OH] ¼ 2 " 106 molecules cm!3,
and the hetereogeneous rates are for gas phase [O3] ¼ 25 ppbv, [H2O2] ¼ 1 ppbv, total
aerosol volume concentration of 6.8 " 10!11, and a mean stratocumulus liquid water
content of 0.16 g m!3 filling the top third of the MBL.
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that the total oxidation rate (0.074 h!1) is strongly dominated by
the coarse (sea salt) mode aerosols of near-neutral pH. Running the
same model with the pH of the supermicron aerosols reaching only
6 (not shown), yields an overall rate mostly limited by the H2O2
oxidation, and lower than that shown in Fig. 4 by nearly two orders
of magnitude (0.001 h!1). This subtle change in supermicron
aerosol pH then shifts the resultant heterogeneous chemical life-
time of SO2 in the marine boundary layer from half a day to over
a month, meaning that in order for S(IV) oxidation on marine
aerosols to be significant, the pH of sea-salt aerosols must remain
well above 6. Because the pH dependence of the partioning of SO2
to the aerosol phase and the H2O2 oxidation nearly balance as
discussed earlier, the total heterogeneous reaction rates are very
insensitive to the pH of the aerosols below pH w6, but are 5–10
times slower than homogeneous reaction with OH (a diurnal mean
of 2 " 106 molecules cm!3 is used here).

The oxidation of S(IV) by shallow marine cloud droplets was also
investigated using the same methods of mass-transfer and reac-
tivity with dissolved H2O2 and O3. Fig. 3 shows the log-normal
droplet size distribution, gleaned from an overview by Miles et al.
(2000) of low-level stratiform clouds, that was further incorporated
into the model. The assembled measurements of cloud water pH
from marine stratocumulus environments assembled in Table 3
show surprisingly little spread, and the variations in cloud observed
by Straub et al. (2007) indicate that differences may be mostly
controlled by liquid water content. In the case of cloud water the pH
does increase with LWC as expected by direct dilution of hydronium
ions. Cloud droplets are not subject to the previously discussed pH
reduction with increased relative humidity, and consequent size
swelling, as aerosols are. The 3–4 orders of magnitude larger LWC in
clouds substantially draw down HCl, and any other acid vapors
present, preventing their redistribution throughout the aerosol
modes. In fact, the uniformly low (3–5) cloud pH observations
compiled in Table 3 are most likely due not only to the dissolution of
acidic CCN, but also to the effective scavenging of acidic gases such
as HCl, H2SO4, and HNO3 by cloud water.

In order to reveal the pH dependence of the overall oxidation
rate of SO2 in generally clean marine environments, Fig. 5 shows

the integrated rates of various components as a function of pH for
the aerosol and cloud conditions described herein. The thick solid
line is the in cloud oxidation rate which is nearly three orders of
magnitude larger than the overall aerosol oxidation rate (solid
line with dots) due to the increased reaction volume available in-
cloud droplets. It is clear that the presence of clouds is a strong
determinant of the overall oxidation of SO2 in the MBL, and not
until pHs in excess of 6 or less than 1 does the acidity of the
particle or droplet influence the oxidation. Furthermore, above
a pH of 7–7.5 the reactivity is limited by mass-transfer of SO2 to
the condensed phase, rendering further alkalinity ineffective
except insofar as it may prolong acidification. Fig. 5 also shows
that at aerosol pHs between 2 and 6, the homogeneous oxidation
of SO2 by OH outpaces heterogeneous processes in aerosols by
about a factor of five.

3.3.3. Dry deposition
Table 1 indicates that the dry deposition of SO2 to the Earth’s

surface makes up about one-quarter to one-third of that species’
total budget. The model diversity of this process is between 10 and
11 Tg Sa!1, approximately 10% of the budget, making dry deposition
of SO2 one of the three main sources of scatter in models of the
global sulfur cycle. Until very recently, the fluxes of SO2 over water
have not been directly observable, and the estimation of this
process rate is mostly accomplished with standard micrometeo-
rological methods (Wesely, 1989; Ganzeveld and Lelieveld, 1995).
Because of the large partitioning of dissolved SO2 into bisulfite (A2)
in the high pH of seawater (the effective Henry’s Law coefficient is
about 3 " 107 M atm!1) its solubility presents a negligible resis-
tance to uptake. Its dry deposition is therefore limited primarily by
the turbulent transfer of the atmospheric flow in the surface layer.
Virtually all global chemical models tend to use the methods of
Wesely (1989), and report deposition velocities varying between
0.3 and 2.0 cm s!1 over the oceans depending on surface wind
speed and stability. While some models have reported using stan-
dard average rates over the ocean of 0.8 or 0.9 (Feichter et al., 1996;
Karl et al., 2007), more specific estimates based on chemical
budgets or airborne eddy covariance indicate more realistic values
of 0.2–0.5 cm s!1 (Davis et al., 1999; Thornton et al., 2002).

Fig. 4. Logarithmic size distribution of the three main processes in hetereogeneous S
oxidation: mass-transfer to the aerosol surface (dotted line), reaction with hydrogen
peroxide (dashed-dot line), and reaction with ozone (dot-solid line). The overall
reaction rate distribution is also shown (thick solid line). The parent aerosol distri-
bution is shown in Fig. 3 assuming pH ¼ 1 for the submicron aerosols, and pH ¼ 7 for
the supermicron mode. The integrated reaction rate of S(IV) oxidation for this case is
0.074 h!1.

Fig. 5. pH dependence of the various S oxidation pathways in the marine boundary layer.
Homogeneous oxidation is calculated with an average [OH] ¼ 2 " 106 molecules cm!3,
and the hetereogeneous rates are for gas phase [O3] ¼ 25 ppbv, [H2O2] ¼ 1 ppbv, total
aerosol volume concentration of 6.8 " 10!11, and a mean stratocumulus liquid water
content of 0.16 g m!3 filling the top third of the MBL.
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that the total oxidation rate (0.074 h!1) is strongly dominated by
the coarse (sea salt) mode aerosols of near-neutral pH. Running the
same model with the pH of the supermicron aerosols reaching only
6 (not shown), yields an overall rate mostly limited by the H2O2
oxidation, and lower than that shown in Fig. 4 by nearly two orders
of magnitude (0.001 h!1). This subtle change in supermicron
aerosol pH then shifts the resultant heterogeneous chemical life-
time of SO2 in the marine boundary layer from half a day to over
a month, meaning that in order for S(IV) oxidation on marine
aerosols to be significant, the pH of sea-salt aerosols must remain
well above 6. Because the pH dependence of the partioning of SO2
to the aerosol phase and the H2O2 oxidation nearly balance as
discussed earlier, the total heterogeneous reaction rates are very
insensitive to the pH of the aerosols below pH w6, but are 5–10
times slower than homogeneous reaction with OH (a diurnal mean
of 2 " 106 molecules cm!3 is used here).

The oxidation of S(IV) by shallow marine cloud droplets was also
investigated using the same methods of mass-transfer and reac-
tivity with dissolved H2O2 and O3. Fig. 3 shows the log-normal
droplet size distribution, gleaned from an overview by Miles et al.
(2000) of low-level stratiform clouds, that was further incorporated
into the model. The assembled measurements of cloud water pH
from marine stratocumulus environments assembled in Table 3
show surprisingly little spread, and the variations in cloud observed
by Straub et al. (2007) indicate that differences may be mostly
controlled by liquid water content. In the case of cloud water the pH
does increase with LWC as expected by direct dilution of hydronium
ions. Cloud droplets are not subject to the previously discussed pH
reduction with increased relative humidity, and consequent size
swelling, as aerosols are. The 3–4 orders of magnitude larger LWC in
clouds substantially draw down HCl, and any other acid vapors
present, preventing their redistribution throughout the aerosol
modes. In fact, the uniformly low (3–5) cloud pH observations
compiled in Table 3 are most likely due not only to the dissolution of
acidic CCN, but also to the effective scavenging of acidic gases such
as HCl, H2SO4, and HNO3 by cloud water.

In order to reveal the pH dependence of the overall oxidation
rate of SO2 in generally clean marine environments, Fig. 5 shows

the integrated rates of various components as a function of pH for
the aerosol and cloud conditions described herein. The thick solid
line is the in cloud oxidation rate which is nearly three orders of
magnitude larger than the overall aerosol oxidation rate (solid
line with dots) due to the increased reaction volume available in-
cloud droplets. It is clear that the presence of clouds is a strong
determinant of the overall oxidation of SO2 in the MBL, and not
until pHs in excess of 6 or less than 1 does the acidity of the
particle or droplet influence the oxidation. Furthermore, above
a pH of 7–7.5 the reactivity is limited by mass-transfer of SO2 to
the condensed phase, rendering further alkalinity ineffective
except insofar as it may prolong acidification. Fig. 5 also shows
that at aerosol pHs between 2 and 6, the homogeneous oxidation
of SO2 by OH outpaces heterogeneous processes in aerosols by
about a factor of five.

3.3.3. Dry deposition
Table 1 indicates that the dry deposition of SO2 to the Earth’s

surface makes up about one-quarter to one-third of that species’
total budget. The model diversity of this process is between 10 and
11 Tg Sa!1, approximately 10% of the budget, making dry deposition
of SO2 one of the three main sources of scatter in models of the
global sulfur cycle. Until very recently, the fluxes of SO2 over water
have not been directly observable, and the estimation of this
process rate is mostly accomplished with standard micrometeo-
rological methods (Wesely, 1989; Ganzeveld and Lelieveld, 1995).
Because of the large partitioning of dissolved SO2 into bisulfite (A2)
in the high pH of seawater (the effective Henry’s Law coefficient is
about 3 " 107 M atm!1) its solubility presents a negligible resis-
tance to uptake. Its dry deposition is therefore limited primarily by
the turbulent transfer of the atmospheric flow in the surface layer.
Virtually all global chemical models tend to use the methods of
Wesely (1989), and report deposition velocities varying between
0.3 and 2.0 cm s!1 over the oceans depending on surface wind
speed and stability. While some models have reported using stan-
dard average rates over the ocean of 0.8 or 0.9 (Feichter et al., 1996;
Karl et al., 2007), more specific estimates based on chemical
budgets or airborne eddy covariance indicate more realistic values
of 0.2–0.5 cm s!1 (Davis et al., 1999; Thornton et al., 2002).

Fig. 4. Logarithmic size distribution of the three main processes in hetereogeneous S
oxidation: mass-transfer to the aerosol surface (dotted line), reaction with hydrogen
peroxide (dashed-dot line), and reaction with ozone (dot-solid line). The overall
reaction rate distribution is also shown (thick solid line). The parent aerosol distri-
bution is shown in Fig. 3 assuming pH ¼ 1 for the submicron aerosols, and pH ¼ 7 for
the supermicron mode. The integrated reaction rate of S(IV) oxidation for this case is
0.074 h!1.

Fig. 5. pH dependence of the various S oxidation pathways in the marine boundary layer.
Homogeneous oxidation is calculated with an average [OH] ¼ 2 " 106 molecules cm!3,
and the hetereogeneous rates are for gas phase [O3] ¼ 25 ppbv, [H2O2] ¼ 1 ppbv, total
aerosol volume concentration of 6.8 " 10!11, and a mean stratocumulus liquid water
content of 0.16 g m!3 filling the top third of the MBL.
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that the total oxidation rate (0.074 h!1) is strongly dominated by
the coarse (sea salt) mode aerosols of near-neutral pH. Running the
same model with the pH of the supermicron aerosols reaching only
6 (not shown), yields an overall rate mostly limited by the H2O2
oxidation, and lower than that shown in Fig. 4 by nearly two orders
of magnitude (0.001 h!1). This subtle change in supermicron
aerosol pH then shifts the resultant heterogeneous chemical life-
time of SO2 in the marine boundary layer from half a day to over
a month, meaning that in order for S(IV) oxidation on marine
aerosols to be significant, the pH of sea-salt aerosols must remain
well above 6. Because the pH dependence of the partioning of SO2
to the aerosol phase and the H2O2 oxidation nearly balance as
discussed earlier, the total heterogeneous reaction rates are very
insensitive to the pH of the aerosols below pH w6, but are 5–10
times slower than homogeneous reaction with OH (a diurnal mean
of 2 " 106 molecules cm!3 is used here).

The oxidation of S(IV) by shallow marine cloud droplets was also
investigated using the same methods of mass-transfer and reac-
tivity with dissolved H2O2 and O3. Fig. 3 shows the log-normal
droplet size distribution, gleaned from an overview by Miles et al.
(2000) of low-level stratiform clouds, that was further incorporated
into the model. The assembled measurements of cloud water pH
from marine stratocumulus environments assembled in Table 3
show surprisingly little spread, and the variations in cloud observed
by Straub et al. (2007) indicate that differences may be mostly
controlled by liquid water content. In the case of cloud water the pH
does increase with LWC as expected by direct dilution of hydronium
ions. Cloud droplets are not subject to the previously discussed pH
reduction with increased relative humidity, and consequent size
swelling, as aerosols are. The 3–4 orders of magnitude larger LWC in
clouds substantially draw down HCl, and any other acid vapors
present, preventing their redistribution throughout the aerosol
modes. In fact, the uniformly low (3–5) cloud pH observations
compiled in Table 3 are most likely due not only to the dissolution of
acidic CCN, but also to the effective scavenging of acidic gases such
as HCl, H2SO4, and HNO3 by cloud water.

In order to reveal the pH dependence of the overall oxidation
rate of SO2 in generally clean marine environments, Fig. 5 shows

the integrated rates of various components as a function of pH for
the aerosol and cloud conditions described herein. The thick solid
line is the in cloud oxidation rate which is nearly three orders of
magnitude larger than the overall aerosol oxidation rate (solid
line with dots) due to the increased reaction volume available in-
cloud droplets. It is clear that the presence of clouds is a strong
determinant of the overall oxidation of SO2 in the MBL, and not
until pHs in excess of 6 or less than 1 does the acidity of the
particle or droplet influence the oxidation. Furthermore, above
a pH of 7–7.5 the reactivity is limited by mass-transfer of SO2 to
the condensed phase, rendering further alkalinity ineffective
except insofar as it may prolong acidification. Fig. 5 also shows
that at aerosol pHs between 2 and 6, the homogeneous oxidation
of SO2 by OH outpaces heterogeneous processes in aerosols by
about a factor of five.

3.3.3. Dry deposition
Table 1 indicates that the dry deposition of SO2 to the Earth’s

surface makes up about one-quarter to one-third of that species’
total budget. The model diversity of this process is between 10 and
11 Tg Sa!1, approximately 10% of the budget, making dry deposition
of SO2 one of the three main sources of scatter in models of the
global sulfur cycle. Until very recently, the fluxes of SO2 over water
have not been directly observable, and the estimation of this
process rate is mostly accomplished with standard micrometeo-
rological methods (Wesely, 1989; Ganzeveld and Lelieveld, 1995).
Because of the large partitioning of dissolved SO2 into bisulfite (A2)
in the high pH of seawater (the effective Henry’s Law coefficient is
about 3 " 107 M atm!1) its solubility presents a negligible resis-
tance to uptake. Its dry deposition is therefore limited primarily by
the turbulent transfer of the atmospheric flow in the surface layer.
Virtually all global chemical models tend to use the methods of
Wesely (1989), and report deposition velocities varying between
0.3 and 2.0 cm s!1 over the oceans depending on surface wind
speed and stability. While some models have reported using stan-
dard average rates over the ocean of 0.8 or 0.9 (Feichter et al., 1996;
Karl et al., 2007), more specific estimates based on chemical
budgets or airborne eddy covariance indicate more realistic values
of 0.2–0.5 cm s!1 (Davis et al., 1999; Thornton et al., 2002).

Fig. 4. Logarithmic size distribution of the three main processes in hetereogeneous S
oxidation: mass-transfer to the aerosol surface (dotted line), reaction with hydrogen
peroxide (dashed-dot line), and reaction with ozone (dot-solid line). The overall
reaction rate distribution is also shown (thick solid line). The parent aerosol distri-
bution is shown in Fig. 3 assuming pH ¼ 1 for the submicron aerosols, and pH ¼ 7 for
the supermicron mode. The integrated reaction rate of S(IV) oxidation for this case is
0.074 h!1.

Fig. 5. pH dependence of the various S oxidation pathways in the marine boundary layer.
Homogeneous oxidation is calculated with an average [OH] ¼ 2 " 106 molecules cm!3,
and the hetereogeneous rates are for gas phase [O3] ¼ 25 ppbv, [H2O2] ¼ 1 ppbv, total
aerosol volume concentration of 6.8 " 10!11, and a mean stratocumulus liquid water
content of 0.16 g m!3 filling the top third of the MBL.
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that the total oxidation rate (0.074 h!1) is strongly dominated by
the coarse (sea salt) mode aerosols of near-neutral pH. Running the
same model with the pH of the supermicron aerosols reaching only
6 (not shown), yields an overall rate mostly limited by the H2O2
oxidation, and lower than that shown in Fig. 4 by nearly two orders
of magnitude (0.001 h!1). This subtle change in supermicron
aerosol pH then shifts the resultant heterogeneous chemical life-
time of SO2 in the marine boundary layer from half a day to over
a month, meaning that in order for S(IV) oxidation on marine
aerosols to be significant, the pH of sea-salt aerosols must remain
well above 6. Because the pH dependence of the partioning of SO2
to the aerosol phase and the H2O2 oxidation nearly balance as
discussed earlier, the total heterogeneous reaction rates are very
insensitive to the pH of the aerosols below pH w6, but are 5–10
times slower than homogeneous reaction with OH (a diurnal mean
of 2 " 106 molecules cm!3 is used here).

The oxidation of S(IV) by shallow marine cloud droplets was also
investigated using the same methods of mass-transfer and reac-
tivity with dissolved H2O2 and O3. Fig. 3 shows the log-normal
droplet size distribution, gleaned from an overview by Miles et al.
(2000) of low-level stratiform clouds, that was further incorporated
into the model. The assembled measurements of cloud water pH
from marine stratocumulus environments assembled in Table 3
show surprisingly little spread, and the variations in cloud observed
by Straub et al. (2007) indicate that differences may be mostly
controlled by liquid water content. In the case of cloud water the pH
does increase with LWC as expected by direct dilution of hydronium
ions. Cloud droplets are not subject to the previously discussed pH
reduction with increased relative humidity, and consequent size
swelling, as aerosols are. The 3–4 orders of magnitude larger LWC in
clouds substantially draw down HCl, and any other acid vapors
present, preventing their redistribution throughout the aerosol
modes. In fact, the uniformly low (3–5) cloud pH observations
compiled in Table 3 are most likely due not only to the dissolution of
acidic CCN, but also to the effective scavenging of acidic gases such
as HCl, H2SO4, and HNO3 by cloud water.

In order to reveal the pH dependence of the overall oxidation
rate of SO2 in generally clean marine environments, Fig. 5 shows

the integrated rates of various components as a function of pH for
the aerosol and cloud conditions described herein. The thick solid
line is the in cloud oxidation rate which is nearly three orders of
magnitude larger than the overall aerosol oxidation rate (solid
line with dots) due to the increased reaction volume available in-
cloud droplets. It is clear that the presence of clouds is a strong
determinant of the overall oxidation of SO2 in the MBL, and not
until pHs in excess of 6 or less than 1 does the acidity of the
particle or droplet influence the oxidation. Furthermore, above
a pH of 7–7.5 the reactivity is limited by mass-transfer of SO2 to
the condensed phase, rendering further alkalinity ineffective
except insofar as it may prolong acidification. Fig. 5 also shows
that at aerosol pHs between 2 and 6, the homogeneous oxidation
of SO2 by OH outpaces heterogeneous processes in aerosols by
about a factor of five.

3.3.3. Dry deposition
Table 1 indicates that the dry deposition of SO2 to the Earth’s

surface makes up about one-quarter to one-third of that species’
total budget. The model diversity of this process is between 10 and
11 Tg Sa!1, approximately 10% of the budget, making dry deposition
of SO2 one of the three main sources of scatter in models of the
global sulfur cycle. Until very recently, the fluxes of SO2 over water
have not been directly observable, and the estimation of this
process rate is mostly accomplished with standard micrometeo-
rological methods (Wesely, 1989; Ganzeveld and Lelieveld, 1995).
Because of the large partitioning of dissolved SO2 into bisulfite (A2)
in the high pH of seawater (the effective Henry’s Law coefficient is
about 3 " 107 M atm!1) its solubility presents a negligible resis-
tance to uptake. Its dry deposition is therefore limited primarily by
the turbulent transfer of the atmospheric flow in the surface layer.
Virtually all global chemical models tend to use the methods of
Wesely (1989), and report deposition velocities varying between
0.3 and 2.0 cm s!1 over the oceans depending on surface wind
speed and stability. While some models have reported using stan-
dard average rates over the ocean of 0.8 or 0.9 (Feichter et al., 1996;
Karl et al., 2007), more specific estimates based on chemical
budgets or airborne eddy covariance indicate more realistic values
of 0.2–0.5 cm s!1 (Davis et al., 1999; Thornton et al., 2002).

Fig. 4. Logarithmic size distribution of the three main processes in hetereogeneous S
oxidation: mass-transfer to the aerosol surface (dotted line), reaction with hydrogen
peroxide (dashed-dot line), and reaction with ozone (dot-solid line). The overall
reaction rate distribution is also shown (thick solid line). The parent aerosol distri-
bution is shown in Fig. 3 assuming pH ¼ 1 for the submicron aerosols, and pH ¼ 7 for
the supermicron mode. The integrated reaction rate of S(IV) oxidation for this case is
0.074 h!1.

Fig. 5. pH dependence of the various S oxidation pathways in the marine boundary layer.
Homogeneous oxidation is calculated with an average [OH] ¼ 2 " 106 molecules cm!3,
and the hetereogeneous rates are for gas phase [O3] ¼ 25 ppbv, [H2O2] ¼ 1 ppbv, total
aerosol volume concentration of 6.8 " 10!11, and a mean stratocumulus liquid water
content of 0.16 g m!3 filling the top third of the MBL.
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pH is the biggest source of uncertainty: 


- what is the chemical composition of droplets 


-  what is the droplet size distribution 

that the total oxidation rate (0.074 h!1) is strongly dominated by
the coarse (sea salt) mode aerosols of near-neutral pH. Running the
same model with the pH of the supermicron aerosols reaching only
6 (not shown), yields an overall rate mostly limited by the H2O2
oxidation, and lower than that shown in Fig. 4 by nearly two orders
of magnitude (0.001 h!1). This subtle change in supermicron
aerosol pH then shifts the resultant heterogeneous chemical life-
time of SO2 in the marine boundary layer from half a day to over
a month, meaning that in order for S(IV) oxidation on marine
aerosols to be significant, the pH of sea-salt aerosols must remain
well above 6. Because the pH dependence of the partioning of SO2
to the aerosol phase and the H2O2 oxidation nearly balance as
discussed earlier, the total heterogeneous reaction rates are very
insensitive to the pH of the aerosols below pH w6, but are 5–10
times slower than homogeneous reaction with OH (a diurnal mean
of 2 " 106 molecules cm!3 is used here).

The oxidation of S(IV) by shallow marine cloud droplets was also
investigated using the same methods of mass-transfer and reac-
tivity with dissolved H2O2 and O3. Fig. 3 shows the log-normal
droplet size distribution, gleaned from an overview by Miles et al.
(2000) of low-level stratiform clouds, that was further incorporated
into the model. The assembled measurements of cloud water pH
from marine stratocumulus environments assembled in Table 3
show surprisingly little spread, and the variations in cloud observed
by Straub et al. (2007) indicate that differences may be mostly
controlled by liquid water content. In the case of cloud water the pH
does increase with LWC as expected by direct dilution of hydronium
ions. Cloud droplets are not subject to the previously discussed pH
reduction with increased relative humidity, and consequent size
swelling, as aerosols are. The 3–4 orders of magnitude larger LWC in
clouds substantially draw down HCl, and any other acid vapors
present, preventing their redistribution throughout the aerosol
modes. In fact, the uniformly low (3–5) cloud pH observations
compiled in Table 3 are most likely due not only to the dissolution of
acidic CCN, but also to the effective scavenging of acidic gases such
as HCl, H2SO4, and HNO3 by cloud water.

In order to reveal the pH dependence of the overall oxidation
rate of SO2 in generally clean marine environments, Fig. 5 shows

the integrated rates of various components as a function of pH for
the aerosol and cloud conditions described herein. The thick solid
line is the in cloud oxidation rate which is nearly three orders of
magnitude larger than the overall aerosol oxidation rate (solid
line with dots) due to the increased reaction volume available in-
cloud droplets. It is clear that the presence of clouds is a strong
determinant of the overall oxidation of SO2 in the MBL, and not
until pHs in excess of 6 or less than 1 does the acidity of the
particle or droplet influence the oxidation. Furthermore, above
a pH of 7–7.5 the reactivity is limited by mass-transfer of SO2 to
the condensed phase, rendering further alkalinity ineffective
except insofar as it may prolong acidification. Fig. 5 also shows
that at aerosol pHs between 2 and 6, the homogeneous oxidation
of SO2 by OH outpaces heterogeneous processes in aerosols by
about a factor of five.

3.3.3. Dry deposition
Table 1 indicates that the dry deposition of SO2 to the Earth’s

surface makes up about one-quarter to one-third of that species’
total budget. The model diversity of this process is between 10 and
11 Tg Sa!1, approximately 10% of the budget, making dry deposition
of SO2 one of the three main sources of scatter in models of the
global sulfur cycle. Until very recently, the fluxes of SO2 over water
have not been directly observable, and the estimation of this
process rate is mostly accomplished with standard micrometeo-
rological methods (Wesely, 1989; Ganzeveld and Lelieveld, 1995).
Because of the large partitioning of dissolved SO2 into bisulfite (A2)
in the high pH of seawater (the effective Henry’s Law coefficient is
about 3 " 107 M atm!1) its solubility presents a negligible resis-
tance to uptake. Its dry deposition is therefore limited primarily by
the turbulent transfer of the atmospheric flow in the surface layer.
Virtually all global chemical models tend to use the methods of
Wesely (1989), and report deposition velocities varying between
0.3 and 2.0 cm s!1 over the oceans depending on surface wind
speed and stability. While some models have reported using stan-
dard average rates over the ocean of 0.8 or 0.9 (Feichter et al., 1996;
Karl et al., 2007), more specific estimates based on chemical
budgets or airborne eddy covariance indicate more realistic values
of 0.2–0.5 cm s!1 (Davis et al., 1999; Thornton et al., 2002).

Fig. 4. Logarithmic size distribution of the three main processes in hetereogeneous S
oxidation: mass-transfer to the aerosol surface (dotted line), reaction with hydrogen
peroxide (dashed-dot line), and reaction with ozone (dot-solid line). The overall
reaction rate distribution is also shown (thick solid line). The parent aerosol distri-
bution is shown in Fig. 3 assuming pH ¼ 1 for the submicron aerosols, and pH ¼ 7 for
the supermicron mode. The integrated reaction rate of S(IV) oxidation for this case is
0.074 h!1.

Fig. 5. pH dependence of the various S oxidation pathways in the marine boundary layer.
Homogeneous oxidation is calculated with an average [OH] ¼ 2 " 106 molecules cm!3,
and the hetereogeneous rates are for gas phase [O3] ¼ 25 ppbv, [H2O2] ¼ 1 ppbv, total
aerosol volume concentration of 6.8 " 10!11, and a mean stratocumulus liquid water
content of 0.16 g m!3 filling the top third of the MBL.
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schemes can capture impacts of clouds on aerosol particles provided that additional informa-
tion about aerosol particles is added to the scheme formulation. Flossmann et al. (1985) and
Flossmann (1994) introduce a bin scheme capable of tracking aerosol particle size distribu-
tion through di↵erent microphysical and chemical processes. Aerosol particles are included
in the scheme by adding the number and mass distribution functions for aerosol particles in
air as well as the mass distribution function for aerosol particles in cloud water to the set of
equations resolved by the scheme. The model was then used in di↵erent setups to study the
interactions between aerosol particles and clouds (Flossmann, 1998; Flossmann and Wobrock,
2010; Hatzianastassiou et al., 1998). In Xue et al. (2010) the range of bins was extended to
include aerosol particles and further assumptions based on observations allowed to represent
the regeneration of aerosol particles after cloud droplet evaporation. Feingold and Kreidenweis
(2002) employed a bin scheme with two histograms representing cloud droplets and aerosol
particles in each grid-cell. This allowed representing the impact of aqueous phase chemical re-
actions on the aerosol distribution. However, due to the high numerical cost of the simulation,
the aqueous phase chemical reactions were calculated for two averaged classes representing
cloud and drizzle droplets (despite that a detailed droplet size distributions were available).
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Figure 3.1: A sketch of bulk and bin representations of aerosol particle and cloud droplet size dis-
tribution. The grey line depicts the diagnosed cloud droplet size distribution for bulk schemes. Blue
dot depicts the calculated two moments of cloud droplet size distribution for for double-moment bulk
scheme. Blue histogram bins depict the resolved cloud droplet size distribution in bin schemes. Color
red marks the additional information about the aerosol particle size distribution resolved by the bin
schemes.

Further development of bin schemes led to adding to the water drop size histogram a
second dimension representing the underlying aerosol size distribution (Lebo and Seinfeld,
2011; Ovchinnikov and Easter, 2010). This approach lead to the creation of the co-called two-
dimensional bin schemes (2D bin). In this approach, the changes to aerosol size distribution
can be tracked throughout all cloud processes, allowing to fully represent aerosol processing
by clouds. However, 2D bin schemes are computationally extremely expensive. They typi-
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given super-droplet. All particles represented by one super-droplet are assumed to be
identical.

• hygroscopicity parameter 
Following Petters and Kreidenweis (2007) it is a single parameter representing the hy-
groscopicity of the solvent. It is used in the “-Köhler” parametrisation - see Eq. (2.9).

• mass of chemical compounds
Relevant for simulations with aqueous chemistry – see Sec. 3.3 for discussion.

The key attribute of the Lagrangian scheme used in this work is N . It allows to reduce the
complexity of the problem and enables e�cient numerical computations. N also primarily
governs the accuracy of the Lagrangian scheme. The microphysical and chemical processes are
represented by calculating the changes to the relevant super-droplet attributes and are applied
to all super-droplets. Thanks to this, the numerical representation of the microphysical and
chemical processes follows closely the theoretical basis presented in Sec. 2. Information about
super-droplet attributes is retained within the model throughout the whole simulation. This
means that the size distribution of both water drops and aerosol particles in each computational
grid-cell can be readily obtained by taking into account the super-droplet attributes rw , rd
and N . A visualization of a Lagrangian representation of cloud microphysics is presented in
Fig. 3.2.
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Figure 3.2: A sketch of a computational grid-box with a Lagrangian representation of cloud micro-
physics. Depicted objects represent super-droplets. Blue color is linked with the super-droplet radius,
black color is linked with the dry radius and the numbers represent the multiplicity.

The Lagrangian scheme used in this work assumes that all modeled particles are spherical
and diluted aqueous solution droplets. The same assumption was made in Sec. 2 for exam-
ple when deriving the di↵usional growth of cloud droplets or when describing the aqueous
chemical processes. From the modeling perspective, this allows only for water soluble aerosol
particles to be present in the computational domain. The assumption of the spherical shape of
modeled droplets can become inaccurate for large precipitation particles (Beard, 1976). The
employed Lagrangian scheme also assumes that water drops do not break into smaller drops,
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In this work microphysical processes of condensational growth of aerosol particles and
cloud droplets, collisions between water drops, sedimentation and evaporation of water drops
are all included. Two aqueous phase oxidation reaction paths of sulfur dioxide dissolved in wa-
ter drops to sulfuric acid are considered – oxidation by ozone and by hydrogen peroxide. In to-
tal, six trace gases are included in the chemistry description: sulfur dioxide (SO2), ozone (O3),
hydrogen peroxide (H2O2), carbon dioxide (CO2), nitric acid (HNO3) and ammonia (NH3).
Their dissolution, and if applicable, dissociation is resolved. A schematic diagram of chemical
processes considered in this work is presented in Fig. 2.2. The figure presents the dissolving
trace gases, their aqueous phase counterparts and created ions. In the center of the figure the
oxidation of sulfur by O3 and H2O2 is also depicted.
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Figure 2.2: A schematic diagram of the aqueous-phase processes and chemical compounds in water
drop. At the surface of the drop the trace gases are dissolving into water. Along with the dissolved
molecules their corresponding ions are shown. At the center of the drop the products of oxidation
reaction are presented.

Sulfur is emitted to the atmosphere by phytoplankton in the oceans as dimethyl sulfide
and is then oxidized in the gas phase to sulfur dioxide trace gas (SO2). SO2 is also emitted by
anthropogenic and volcanic activity. The gas phase SO2 is oxidized in a matter of days either
by the gas phase or aqueous phase reactions, see the review by Faloona (2009). The aqueous
phase oxidation is reported as a dominant mechanism of production of sulfate. A numerical
study by Barth et al. (2000) reported that for the in-cloud conditions, aqueous phase reactions
accounted for 81% of sulfate production rate. According to their study total of ⇠ 50% � 60%
of sulfate burden in the troposphere was produced by aqueous phase chemistry. Noteworthy,
sulfate is a common component of aerosol particles (10%-67% of the submicron particle mass
is made of sulfate, 32% on average; see Zhang et al., 2007).

Sulfate aerosols cool Earth’s climate by scattering sunlight and thus increasing Earth’s
shortwave albedo (direct radiative forcing) and by changing radiative properties of clouds
(cloud albedo e↵ect). According to chapter 8 of IPCC Assessment Report (Myhre et al., 2013),
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Figure 5.4: Modification of the dry aerosol sulfate mass. Red line shows the initial condition and green
line shows the final model state.

Figure 5.5: The same as in Fig. 5.4 but using a linear scale on ordinate.

The e↵ects of in-cloud sulfate production on aerosol particle size distribution presented in
Fig. 5.4 and 5.5, combined with other tests presented in this chapter, prove the correctness of
the implementation of aqueous chemistry in the Lagrangian scheme. The formation of “Hoppel
minimum” was reported by many observational studies, see Bower et al. (1997); Hoppel et al.
(1994); Hudson et al. (2015). Figures 5.4 and 5.5 compare well with aerosol size distribution
plots from the intercomparison study shown in Fig. 9 in Kreidenweis et al. (2003). Other nu-
merical schemes also reported the formation of “Hoppel minimum”, see for example Feingold
and Kreidenweis (2000, 2002); Flossmann (1994); Ovchinnikov and Easter (2010).
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The e↵ects of in-cloud sulfate production on aerosol particle size distribution presented in
Fig. 5.4 and 5.5, combined with other tests presented in this chapter, prove the correctness of
the implementation of aqueous chemistry in the Lagrangian scheme. The formation of “Hoppel
minimum” was reported by many observational studies, see Bower et al. (1997); Hoppel et al.
(1994); Hudson et al. (2015). Figures 5.4 and 5.5 compare well with aerosol size distribution
plots from the intercomparison study shown in Fig. 9 in Kreidenweis et al. (2003). Other nu-
merical schemes also reported the formation of “Hoppel minimum”, see for example Feingold
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Fig 2. Air mass trajectories across the Canary Island 
intercepted by the ship. Solid curve gives total aerosol 
concentrations measured downwind of the islands. Dotted 
line gives percent cloud cover recorded at the ship. 

the size distribution is the evolution of the distribution as 
the ship approached the Canary Islands during the 1983 
cruise. The ship approached the Canary Islands from the 
southwest as shown in Figure 2. Both radon measure- 
ments and back-trajectories show the air to have been over 
the ocean for at least 9 days prior to passing over the 
Canary Islands. Because the air was free of any continental 
influence, the effect of the island on the size distribution 
could be clearly seen. The back-trajectory of the air arriving 
at the ship is shown in Figure 2 where the position of the 
air 12 and 24 hours before are indicated by small and large 
tic-marks on the trajectories. The aerosol plume downwind 
of Tenerife (population, 400,000) and Grand Canaly 
(population, 600,000) are clearly visible. Downwind of 
Tenerife, the marine inversion was capped with a heavy 
stratus deck and complete cloud cover was reported (12 
hours prior) at the Tenerife weather station. Balloon 
soundings of temperature and relative humidity indicated a 
stratus layer about 400 m thick with base near 900m. 
Boundary-layer modeling using the balloon sounding and 
measured sea-surface temperature indicate that air from the 
surface would have mixed upward into the cloud deck in 
about 2 hours and be mixed throughout the boundary layer 
in about six hours. We therefore can assume that the air 
from the island had been mixed throughout the cloud and 
boundary layer before arriving at the ship twelve hours 
later. The total aerosol concentrations in Figure 2 show 
that the increased aerosol concentration downwind of Ten- 
erife has a local minimum between two small peaks at 0100 
GMT on 31 March. This local minimum was associated 
with drizzle reported on the ship. About 18 hours later 
when the ship was downwind of Grand Canary Island, the 
cloud cover had dissipated with the observed Cloud cover at 
the ship dropping below 20% as shown by the dotted line 
of Figure 2. 

Figure 3 shows the size distributions observed during 

this period of time. Curve 1 is the average of 19 distribu- 
tions taken the night before the island influence was 
observed. Curve 2 is the average of 11 size distributions 
taken downwind of Tenerife between 1930 and 0345 GMT 
except during the period when drizzle was reported at the 
ship. The air had traversed a heavy overcast region 
between the island and the ship. Curve 3 is the average of 
5 distributions taken between 1500 and 1900 GMT 
downwind of Grand Canary Island in air which had 
traversed nearly cloudless skies (less than 30% cloud 
cover). In addition to traversing nearly cloudless skies, 
there also was less time (4 to 8 hours) to cycle surface air 
through the few clouds which did exist. Downwind of 
Grand Canary the doubly peaked feature had disappeared. 
Downwind of Tenerife where the air was more polluted 
than in the remote tropical Atlantic, the peak occurred at a 
larger radius (about 0.15 tzm) indicating a larger accumula- 
tion of material in the cloud droplet. The total number of 
particles in the three size distributions are 230, 1150, and 
2084 cm -3, the numbers of particles greater than r m for the 
first and second size distributions are 96 and 240 and the 
mass loads are 3.2, 7.0, and 14.8 tzg m -3 for particles 
smaller than 0.6 tzm (assuming unit density). As the ship 
moved upwind of Grand Canary and just prior to arrival at 
Las Palmas, the distribution was similar to that shown by 
Curve 1. 

The size distributions shown by Curves 5 and 6 in 
Figure 1 appeared to be sustained when all vestige of land 
influence had disappeared. On several occasions following 
heavy precipitation, there was a temporary decrease in the 
size distribution below that shown by Curves 5 and 6, but 
the concentrations (at least in the tropics) always recovered 
to the typical values cited. The total mass in the typical dis- 
tribution (such as Curve 5) is 2-4 tzg per m 3. If the aerosol 
lifetime in the marine boundary layer is about 10 days then 
there must be a source of convertible gases of about 300 
tzg sq meter of ocean surface per day assuming a one km 
boundary-layer thickness. It is not unreasonable to suspect 
that the ocean could provide a source of that magnitude. 
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Fig 3. Curve 1 is size distribution before ship was 
downwind of the islands. Curve 2 was taken downwind of 
Tenerife, Curve 3 was taken downwind of Grand Canary 
Island. 
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Figure 2. Results of the convergence test for the adiabatic parcel simulations. All panels show how a given parameter depends on the number
of SDs (shown on the abscissa as the logarithm of base 2 of the number of SDs). Panel (a) shows the cloud droplet concentration at the cloud
base, panel (b) the maximum supersaturation, panel (c) the water volume weighted average pH at the end of simulation, and panel (d) the
total sulfate production.

Figure 3. Modification of the dry aerosol sulfate mass. The red line shows the initial condition and the green line shows the final model state.
The left panel uses a logarithmic scale and the right panel uses a linear scale.

5 Example simulations

5.1 2-D kinematic model

The kinematic model mimics a single 2-D eddy spanning a
stratocumulus cloud deck and a boundary layer below it. The
model is based on a test scenario from the 8th International

Cloud Modeling Workshop (ICMW; Muhlbauer et al., 2013,
case 1). The velocity field is prescribed as in Szumowski
et al. (1998), Morrison and Grabowski (2007), and Rasin-
ski et al. (2011). The same model was used when present-
ing the initial release of libcloudph++, see Sect. 2 in Arabas
et al. (2015) for details of the model formulation. The kine-
matic model is based on the open-source library of parallel

Geosci. Model Dev., 11, 3623–3645, 2018 www.geosci-model-dev.net/11/3623/2018/
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Table 2. Initial conditions for the base case of the 2-dimensional
kinematic model.

Factor Value Units

Number of super-droplets 256 no. per grid cell
Model time step 1 s
Particle-based scheme time step 0.1 s
Dry air potential temperature at t = 0 289 K
Water vapour mixing ratio at t = 0 7.5 g kg�1

Pressure at z = 0 1015 hPa

Median radius 0.05 µm
Geometric standard deviation 1.8 –
Total aerosol number concentration 50 cm�3

Dry particle density 1.8 g cm3

Hygroscopicity 0.61 –

Concentration of SO2 at t = 0 0.2 ppbv
Concentration of O3 at t = 0 25 ppbv
Concentration of H2O2 at t = 0 0.4 ppbv
Concentration of CO2 at t = 0 360 ppmv
Concentration of HNO3 at t = 0 0.1 ppbv
Concentration of NH3 at t = 0 0.1 ppbv

MPDATA-based solvers for systems of generalized transport
equations, see Jaruga et al. (2015). The temperature, mois-
ture, and trace gas fields are discretized on the Eulerian grid
and are advected using the prescribed velocity field. Then,
the model variables are passed to the PBMC scheme, where
the microphysical and chemical processes are resolved. Fi-
nally, the source and sink terms due to microphysics and
chemistry are calculated and applied in each model grid cell
as described in Sects. 2 and 3.

The collisions between water drops are represented using
the geometric kernel with collision efficiency for big drops
(i.e. radius greater than 20 µm) from Hall (1980) and for
small droplets (i.e. radius smaller than 20 µm) from Pinsky
et al. (2008). For big drops, the collision efficiencies were
obtained from the fit to measurements, see Hall (1980). For
small droplets, the collision efficiencies were based on nu-
merical simulations taking into account turbulence typical
for stratocumulus clouds, see Pinsky et al. (2008). The colli-
sion efficiencies are provided via a look-up table for different
drop sizes.

The initial conditions are summarized in Table 2. The
computational domain size is 1.5 km in both directions and
the computational grid is composed of 75⇥75 cells of equal
size (the grid lengths are 20 m) and is periodic in the horizon-
tal direction. The initial air density profile corresponds to the
hydrostatic equilibrium with the pressure of 1015 hPa at the
bottom of the domain. At the beginning of the simulation it is
assumed that there is no condensed water, and the initial pro-
files of ✓ and rv are constant with altitude. To keep the sim-
ulation set-up simple and due to a relatively low vertical ex-
tent of the computational domain, the initial trace gas volume
fractions are also assumed to be constant with altitude. This
unrealistic initial condition results in very high initial super-

Table 3. Initial conditions for sensitivity test cases of the 2-
dimensional kinematic model. Specified are aqueous-phase chem-
istry choice, initial volume fraction of NH3, mean radius of the as-
sumed lognormal aerosol particle size distribution rd, total aerosol
concentration ntot, and geometric standard deviation �g. Other pa-
rameters for each case are the same as in the base case (Table 2) The
parameters that distinguish each sensitivity test case are marked in
bold.

Oxidation NH3 rd ntot
Case reaction (ppbv) (µm) (cm�3) �g

Case1 off 0.1 0.05 50 1.8
Case2 on 0.4 0.05 50 1.8
Case3 on 0.1 0.05 150 1.8

saturation in the upper part of the domain. As a consequence
a 105 s (⇠ 2 h 45 min) spin-up period is necessary to allow for
the simulated water drops to reach equilibrium with their en-
vironment. During the spin-up only the reversible processes
(condensation and evaporation, dissolving of trace gases, and
dissociation into ions) are allowed and the supersaturation is
limited to 5 % (relative humidity RH = 1.05). After spin-up
the simulations are run for 30 min. The chosen simulation
time is enough to deplete the SO2 available in the cloudy
part of the domain as well as to create precipitation.

Similar to the adiabatic parcel test, the initial aerosol is
ammonium bisulfate and the aerosol particle size distribu-
tion is lognormal with one mode. The initial condition for
trace gases is defined in terms of volume fractions and then
translated to mixing ratios that serve as the model variables.
The initial SO2, O3, and H2O2 volume fractions are taken
from the simulation set-up used in Ovchinnikov and Easter
(2010). The values for SO2 and O3 are based on the mea-
surements from the MASE campaign (Wang et al., 2008)
and the value for H2O2 is based on the representative val-
ues for the eastern Pacific Ocean (Genfa et al., 1999). The
NH3, HNO3, and CO2 volume fractions are the same as in
the parcel test from Sect. 4.

The set-up detailed in Table 2 corresponds to “very clean
conditions” (i.e. low aerosol particle concentrations). The
initial aerosol particle sizes are also relatively small. Three
additional simulation cases are studied to check the sensi-
tivity of the model to different conditions. In case1 the re-
versible chemical processes are allowed, but the oxidation
reaction is prohibited. In case2 the initial volume fraction of
NH3 is increased and in case3 the initial aerosol size distri-
bution is changed. The conditions for all the sensitivity sim-
ulation cases are summarized in Table 3.

As discussed in Flossmann (1994), the initial chemical
scenario is idealized. For instance, although the initial con-
ditions represent a clean maritime environment, the set-up
lacks sea salt aerosol particles. As discussed by Twohy et al.
(1989), sea salt aerosol particles are alkaline, which may in
turn increase the pH of water drops and thus affect the oxi-
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Figure 5. The liquid water volume weighted average pH from the base case (a), case1 (b), case2 (c), and case3 (d). See Tables 2 and 3 for a
definition of simulation set-ups.
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Figure 6. The size distributions of dry radii for the base case (a) and case3 (b). The initial dry radius size distribution is marked in black, the
final dry radius size distribution from grid cells with rc > 0.01 g kg�1 in green, and from grid cells with rr > 0.01 g kg�1 in red. See Tables 2
and 3 for a definition of simulation set-ups.

liquid water volume weighted average pH for case2. The av-
erage pH in case2 (Fig. 5c) is higher than in the base case
(Fig. 5a), that is, both cloud droplets and rain drops are less
acidic in case2 than in the base case. In contrast to the base
case, in the updraught (left-hand side of the plots), the pH in
case2 actually decreases with height above the cloud base.
This is because the higher initial NH3 volume fraction in-
creases its uptake and counters the low pH values caused by
the initial acidic aerosol particles, see Eq. (2). Then, as the

water drops are advected upwards, oxidation produces sulfu-
ric acid and the average pH decreases. Near the cloud top,
the NH3 is degassed back to the environment. The case2 re-
sults are in agreement with the trajectory ensemble model
simulations by Zhang et al. (1999). In their study, the ini-
tial aerosol size distribution is the same as in the base case
and case2. However, their initial trace gas volume fractions
are much higher and aim to represent a “moderately polluted
marine environment” (their base case NH3 volume fraction is

Geosci. Model Dev., 11, 3623–3645, 2018 www.geosci-model-dev.net/11/3623/2018/

Changes in aerosol size distribution

N=50 cm-3 N=150 cm-3



3634 A. Jaruga and H. Pawlowska: libcloudph++ 2.0

0 0.3 0.6 0.9 1.2 1.5
X [km ]

0

0.3

0.6

0.9

1.2

1.5

Z
 [

km
]

Water weighted average pH

3.2

3.6

4.0

4.4

4.8

5.2

5.6a

0 0.3 0.6 0.9 1.2 1.5
X [km ]

0

0.3

0.6

0.9

1.2

1.5

Z
 [

km
]

Water weighted average pH

3.2

3.6

4.0

4.4

4.8

5.2

5.6b

0 0.3 0.6 0.9 1.2 1.5
X [km ]

0

0.3

0.6

0.9

1.2

1.5

Z
 [

km
]

Water weighted average pH

3.2

3.6

4.0

4.4

4.8

5.2

5.6c

0 0.3 0.6 0.9 1.2 1.5
X [km ]

0

0.3

0.6

0.9

1.2

1.5

Z
 [

km
]

Water weighted average pH

3.2

3.6

4.0

4.4

4.8

5.2

5.6d

Figure 5. The liquid water volume weighted average pH from the base case (a), case1 (b), case2 (c), and case3 (d). See Tables 2 and 3 for a
definition of simulation set-ups.

Figure 6. The size distributions of dry radii for the base case (a) and case3 (b). The initial dry radius size distribution is marked in black, the
final dry radius size distribution from grid cells with rc > 0.01 g kg�1 in green, and from grid cells with rr > 0.01 g kg�1 in red. See Tables 2
and 3 for a definition of simulation set-ups.

liquid water volume weighted average pH for case2. The av-
erage pH in case2 (Fig. 5c) is higher than in the base case
(Fig. 5a), that is, both cloud droplets and rain drops are less
acidic in case2 than in the base case. In contrast to the base
case, in the updraught (left-hand side of the plots), the pH in
case2 actually decreases with height above the cloud base.
This is because the higher initial NH3 volume fraction in-
creases its uptake and counters the low pH values caused by
the initial acidic aerosol particles, see Eq. (2). Then, as the

water drops are advected upwards, oxidation produces sulfu-
ric acid and the average pH decreases. Near the cloud top,
the NH3 is degassed back to the environment. The case2 re-
sults are in agreement with the trajectory ensemble model
simulations by Zhang et al. (1999). In their study, the ini-
tial aerosol size distribution is the same as in the base case
and case2. However, their initial trace gas volume fractions
are much higher and aim to represent a “moderately polluted
marine environment” (their base case NH3 volume fraction is
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Turnock et al 2019 (just accepted to GRL)

- How changes in cloud-water pH affect: 


- aerosol formation 


- aerosol size distributions


- aerosol radiative effects.

- Reductions in Europe/USA sulfur emissions have contributed to higher 
cloud-water pH, thereby altering sulfate formation rates. 

- The models shouldn’t assume constant in-cloud pH
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Figure 4. Global and regional all-sky shortwave top of atmosphere aerosol radiative forcing, calculated as the 
mean difference between the 1970-74 to 2005-09 periods for different values of cloud-water pH assumed during 
the two time periods. 
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In this work microphysical processes of condensational growth of aerosol particles and
cloud droplets, collisions between water drops, sedimentation and evaporation of water drops
are all included. Two aqueous phase oxidation reaction paths of sulfur dioxide dissolved in wa-
ter drops to sulfuric acid are considered – oxidation by ozone and by hydrogen peroxide. In to-
tal, six trace gases are included in the chemistry description: sulfur dioxide (SO2), ozone (O3),
hydrogen peroxide (H2O2), carbon dioxide (CO2), nitric acid (HNO3) and ammonia (NH3).
Their dissolution, and if applicable, dissociation is resolved. A schematic diagram of chemical
processes considered in this work is presented in Fig. 2.2. The figure presents the dissolving
trace gases, their aqueous phase counterparts and created ions. In the center of the figure the
oxidation of sulfur by O3 and H2O2 is also depicted.
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CO3
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NH3 H2O

CO2 H2O

Figure 2.2: A schematic diagram of the aqueous-phase processes and chemical compounds in water
drop. At the surface of the drop the trace gases are dissolving into water. Along with the dissolved
molecules their corresponding ions are shown. At the center of the drop the products of oxidation
reaction are presented.

Sulfur is emitted to the atmosphere by phytoplankton in the oceans as dimethyl sulfide
and is then oxidized in the gas phase to sulfur dioxide trace gas (SO2). SO2 is also emitted by
anthropogenic and volcanic activity. The gas phase SO2 is oxidized in a matter of days either
by the gas phase or aqueous phase reactions, see the review by Faloona (2009). The aqueous
phase oxidation is reported as a dominant mechanism of production of sulfate. A numerical
study by Barth et al. (2000) reported that for the in-cloud conditions, aqueous phase reactions
accounted for 81% of sulfate production rate. According to their study total of ⇠ 50% � 60%
of sulfate burden in the troposphere was produced by aqueous phase chemistry. Noteworthy,
sulfate is a common component of aerosol particles (10%-67% of the submicron particle mass
is made of sulfate, 32% on average; see Zhang et al., 2007).

Sulfate aerosols cool Earth’s climate by scattering sunlight and thus increasing Earth’s
shortwave albedo (direct radiative forcing) and by changing radiative properties of clouds
(cloud albedo e↵ect). According to chapter 8 of IPCC Assessment Report (Myhre et al., 2013),
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Sources:

- anthropogenic

- phytoplankton

- volcanoes

Sinks:

- oxidation

- dry deposition

- wet deposition

Oxidation reaction:

- in-cloud vs gas-phase

- pH dependant 
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the range of e↵ective radiative forcings for all aerosol-radiation interactions is -0.95 to 0.05
W/m2 and for aerosol-cloud interactions is -1.2 to 0.0 W/m2. The level of scientific under-
standing in that report for the cloud albedo e↵ect is still marked as “low”. From the air quality
perspective, in extreme cases sulfur chemistry may lead to creation of acid rain or acid fog
(Dianwu et al., 1988; Wang et al., 2016). Basing on analysis of 20 modeling studies, the re-
view by Faloona (2009) marks wet deposition of aerosol sulfate, dry deposition of SO2 and
heterogeneous (aqueous phase) oxidation of SO2 in aerosol particles and clouds as the most
challenging to quantify in models. For an overview of the representation of sulfur oxidation in
models of di↵erent scale see Ervens (2015).

Condensational growth of cloud droplets on CCN is reversible, and does not a↵ect the
underlying CCN size distribution. In contrast, collision and coalescence of water drops is irre-
versible and the CCN size distribution is changed after cloud evaporates. The majority of the
chemical processes occurring within cloud droplets, such as dissolving of chemical compounds
into cloud droplets and their further dissociation, is reversible. As the droplets evaporate, dis-
solved substances are released back to the atmosphere. Oxidation of dissolved SO2 is, however,
an irreversible process. The created sulfuric acid remains on CCN after cloud evaporates in-
creasing their size and changing their chemical properties.
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`̀Wet Aerosol Particles”
(unactivated)

`̀Cloud Droplets”
(activated)

`̀Activation’’ `̀Condensation’’

`̀Collision-Coalescence’’

`̀Evaporation’’

Initial
CCN Distribution

Chemical reactions

Figure 2.3: Schematic of microphysical and chemical processes in water drops. Figure adapted from
Lebo and Seinfeld (2011). Moving along horizontal lines represents changing size distribution of cloud
droplets, while moving along vertical lines reflects changes in aerosol size distribution.

The impact of the above processes on both aerosol particles and cloud droplets is illus-
trated in Fig. 2.3 adapted from Lebo and Seinfeld (2011). Activation of cloud droplets on
aerosol particles and their subsequent condensational growth a↵ects only the size distribution
of cloud droplets and is thus represented as a horizontal line in Fig. 2.3. Similarly, evapora-
tion of droplets doesn’t a↵ect the size of aerosol particles (represented as a horizontal line in
Fig. 2.3). In contrast, collisions between water drops change both aerosol particles and water
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adapted from Lebo and Seinfeld (2011)  
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the range of e↵ective radiative forcings for all aerosol-radiation interactions is -0.95 to 0.05
W/m2 and for aerosol-cloud interactions is -1.2 to 0.0 W/m2. The level of scientific under-
standing in that report for the cloud albedo e↵ect is still marked as “low”. From the air quality
perspective, in extreme cases sulfur chemistry may lead to creation of acid rain or acid fog
(Dianwu et al., 1988; Wang et al., 2016). Basing on analysis of 20 modeling studies, the re-
view by Faloona (2009) marks wet deposition of aerosol sulfate, dry deposition of SO2 and
heterogeneous (aqueous phase) oxidation of SO2 in aerosol particles and clouds as the most
challenging to quantify in models. For an overview of the representation of sulfur oxidation in
models of di↵erent scale see Ervens (2015).

Condensational growth of cloud droplets on CCN is reversible, and does not a↵ect the
underlying CCN size distribution. In contrast, collision and coalescence of water drops is irre-
versible and the CCN size distribution is changed after cloud evaporates. The majority of the
chemical processes occurring within cloud droplets, such as dissolving of chemical compounds
into cloud droplets and their further dissociation, is reversible. As the droplets evaporate, dis-
solved substances are released back to the atmosphere. Oxidation of dissolved SO2 is, however,
an irreversible process. The created sulfuric acid remains on CCN after cloud evaporates in-
creasing their size and changing their chemical properties.
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Figure 2.3: Schematic of microphysical and chemical processes in water drops. Figure adapted from
Lebo and Seinfeld (2011). Moving along horizontal lines represents changing size distribution of cloud
droplets, while moving along vertical lines reflects changes in aerosol size distribution.

The impact of the above processes on both aerosol particles and cloud droplets is illus-
trated in Fig. 2.3 adapted from Lebo and Seinfeld (2011). Activation of cloud droplets on
aerosol particles and their subsequent condensational growth a↵ects only the size distribution
of cloud droplets and is thus represented as a horizontal line in Fig. 2.3. Similarly, evapora-
tion of droplets doesn’t a↵ect the size of aerosol particles (represented as a horizontal line in
Fig. 2.3). In contrast, collisions between water drops change both aerosol particles and water
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aerosol particles and their subsequent condensational growth a↵ects only the size distribution
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Figure 1.2 illustrates how micro-scale aerosol particles can a↵ect macroscopic properties
of clouds. What is even more challenging, clouds can also a↵ect micro-scale aerosol particles.
Precipitating clouds can e↵ectively cleanse the atmosphere from aerosol particles and water-
soluble trace gases. In non-precipitating clouds, aerosol particles that served as CCN are altered
by cloud microphysical and chemical processes and then returned to the atmosphere after cloud
evaporates. The “cloud-processed” aerosol particles can be observed in measurements (Hoppel
et al., 1986, 1994; Hudson et al., 2015; Werner et al., 2014). The case without precipitation is
especially interesting as it allows for aerosol-cloud interactions to loop for several cloud life-
cycles without removing the altered aerosol particles. The “cloud-processed” aerosol particles
may serve as condensation nuclei for another cloud and influence microphysical properties of
the next generation of clouds. The study of Pruppacher and Jaenicke (1995) estimates that on
global average an atmospheric aerosol particle has been cycled 3 times by the global cloud
system. The schematic picture of aerosol processing by clouds for the non-precipitating case
shown in Fig 1.3.

Figure 1.3: Schematic of
aerosol processing by clouds.
First aerosol particles serve
as CCN. Inside the cloud,
microphysical and chemical
processes change the prop-
erties of aerosol particles.
After the cloud evaporates,
the cloud-processed aerosol
particles remain in the at-
mosphere and can potentially
serve as CCN for another
cloud.

In order to represent fine scale processes in global and mesoscale models, a better under-
standing of aerosol-cloud interactions is needed. This may be achieved by numerical process
studies, but only when a cloud microphysics scheme is capable of capturing the evolution of
both cloud droplets and aerosol particles. Recent increases in computational power and ad-
vances in cloud microphysics modelling make such simulations possible.

This study employs a novel Lagrangian cloud microphysics scheme (Arabas et al., 2015)
and extends this scheme to cover the aqueous phase chemical reactions in cloud droplets. The
scheme resolves the evolution of both aerosol and cloud droplet size spectrum and allows to
represent cloud microphysical processes leading to the CCN size distribution changes from the
first principles (“ab initio”). This study focuses on two major in-cloud processes leading to the
changes in aerosol particle size distribution:

• collisions between water drops

• aqueous phase chemical reactions occurring within water drops.
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